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Preface

Peer-to-peer (P2P) computing has attracted enormous media attention, initially
spurred by the popularity of file sharing systems such as Napster, Gnutella, and
Morpheus. More recently, systems like BitTorrent and eDonkey have continued to
sustain that attention. New techniques such as distributed hash-tables (DHTs),
semantic routing, and Plaxton Meshes are being combined with traditional con-
cepts such as Hypercubes, Trust Metrics and caching techniques to pool to-
gether the untapped computing power at the “edges” of the Internet. These new
techniques and possibilities have generated a lot of interest in many industrial
organizations, and has resulted in the creation of a P2P working group on stan-
dardization in this area (http://www.irtf.org/charter?gtype=rg&group=p2prg).

In P2P computing, peers and services forego central coordination and dy-
namically organize themselves to support knowledge sharing and collaboration,
in both cooperative and non-cooperative environments. The success of P2P sys-
tems strongly depends on a number of factors. First, the ability to ensure equi-
table distribution of content and services. Economic and business models which
rely on incentive mechanisms to supply contributions to the system are being
developed, along with methods for controlling the “free riding” issue. Second,
the ability to enforce provision of trusted services. Reputation-based P2P trust
management models are becoming a focus of the research community as a vi-
able solution. The trust models must balance both constraints imposed by the
environment (e.g., scalability) and the unique properties of trust as a social and
psychological phenomenon. Recently, we are also witnessing a move of the P2P
paradigm to embrace mobile computing in an attempt to achieve even higher
ubiquitousness. The possibility of services related to physical location and the
relation with agents in physical proximity could introduce new opportunities and
also new technical challenges.

Although researchers working on distributed computing, multi-agent systems,
databases and networks have been using similar concepts for a long time, it is
only fairly recently that papers motivated by the current P2P paradigm have
started appearing in high-quality conferences and workshops. Research in agent
systems in particular appears to be most relevant because, since their inception,
multi-agent systems have always been thought of as collections of peers.

The multi-agent paradigm can thus be superimposed on the P2P architecture,
where agents embody the description of the task environments, the decision-
support capabilities, the collective behavior, and the interaction protocols of
each peer. The emphasis in this context on decentralization, user autonomy, dy-
namic growth and other advantages of P2P also leads to significant potential
problems. Most prominent among these problems are coordination—the ability
of an agent to make decisions on its own actions in the context of activities
of other agents—and scalability—the value of the P2P systems lies in how well
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they scale along several dimensions, including complexity, heterogeneity of peers,
robustness, traffic redistribution, and so forth. It is important to scale up coor-
dination strategies along multiple dimensions to enhance their tractability and
viability, and thereby to widen potential application domains. These two prob-
lems are common to many large-scale applications. Without coordination, agents
may be wasting their efforts, squandering resources and failing to achieve their
objectives in situations requiring collective effort.

This workshop brought together researchers working on agent systems and
P2P computing with the intention of strengthening this connection. Researchers
from other related areas such as distributed systems, networks and database
systems were also welcome (and, in our opinion, have a lot to contribute). We
seek high-quality and original contributions on the general theme of “Agents
and P2P Computing.” The following is a non-exhaustive list of topics of special
interest:

– Intelligent agent techniques for P2P computing
– P2P computing techniques for multi-agent systems
– The Semantic Web and semantic coordination mechanisms for P2P systems
– Scalability, coordination, robustness and adaptability in P2P systems
– Self-organization and emergent behavior in P2P systems
– E-commerce and P2P computing
– Participation and contract incentive mechanisms in P2P systems
– Computational models of trust and reputation
– Community of interest building and regulation, and behavioral norms
– Intellectual property rights and legal issues in P2P systems
– P2P architectures
– Scalable data structures for P2P systems
– Services in P2P systems (service definition languages, service discovery, fil-

tering and composition etc.)
– Knowledge discovery and P2P data mining agents
– P2P-oriented information systems
– Information ecosystems and P2P systems
– Security considerations in P2P networks
– Ad-hoc networks and pervasive computing based on P2P architectures and

wireless communication devices
– Grid computing solutions based on agents and P2P paradigms
– Legal issues in P2P networks

The workshop series emphasizes discussions about methodologies, models, algo-
rithms and technologies, strengthening the connection between agents and P2P
computing. These objectives are accomplished by bringing together researchers
and contributions from these two disciplines but also from more traditional areas
such as distributed systems, networks, and databases.

This volume is the post-proceedings of AP2PC 2005, the Fourth International
Workshop on Agents and P2P Computing,1 held in Utrecht, Netherlands on

1 http://p2p.ingce.unibo.it/
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July 25, 2005 in the context of the Fourth International Joint Conference on
Autonomous Agents and Multi-Agent Systems (AAMAS 2005).

This volume brings together papers presented at AP2PC 2005, fully revised
to incorporate reviewers’ comments and discussions at the workshop. The volume
is organized according to the following sessions held at the workshop:

– P2P Networks and Search Performance
– Emergent Communities and Social Behaviors
– Semantic Integration
– Mobile P2P systems
– Adaptive Systems
– Agent-Based Resource Discovery
– Trust and Reputation

We would like to thank the invited speaker Hector Anthony Rowstron, Se-
nior Researcher from Microsoft Research in Cambridge UK, for his talk entitled
“Removing the Overlay from an Underlay!”

We would also like to thank Omer Rana, from the Department of Computer
Science at Cardiff University, UK, for chairing the panel with the theme “To
Trust or Not to Trust.” We express our deepest appreciation to the workshop par-
ticipants (more than 40) for their lively discussions, in particular for the invited
panelists: Simon Miles, Maria Gini, Martin Purvis and Cristiano Castelfranchi.
Many thanks also to Raj Dasgupta and Karen Fullam for chairing sessions in
the workshop.

After distributing the call for papers for the workshop, we received 27 papers.
All submissions were reviewed for scope and quality, and 13 were accepted as full
papers. We would like to thank the authors for their submissions and the mem-
bers of the Program Committee for reviewing the papers under time pressure
and for their support of the workshop. Finally, we would like to acknowledge the
Steering Committee for its guidance and encouragement.

This workshop followed the successful third edition, which was held in con-
junction with AAMAS in New York City in 2004. In recognition of the inter-
disciplinary nature of P2P computing, a sister event called the International
Workshop on Databases, Information Systems, and P2P Computing2 was held
in Trondheim, Norway in August 2005 in conjunction with the International
Conference on Very Large Data Bases (VLDB).

September 2005 Zoran Despotovic
Sam Joseph

Claudio Sartori

2 http://dbisp2p.ingce.unibo.it/
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Optimizing an Incentives’ Mechanism for
Truthful Feedback in Virtual Communities�

Thanasis G. Papaioannou and George D. Stamoulis

Department of Informatics, Athens University of Economics and Business (AUEB)
76 Patision Str., 10434 Athens, Greece

{pathan, gstamoul}@aueb.gr

Abstract. We analyze a mechanism that provides strong incentives for
the submission of truthful feedback in virtual communities where ser-
vices are exchanged on a peer-to-peer basis. Lying peers are punished
with a severity that is exponential to their frequency of lying. We had
first introduced and evaluated experimentally the mechanism in [1]. In
this paper, we develop a Markov-chain model of the mechanism. Based
on this, we prove that, when the mechanism is employed, the system
evolves to a beneficial steady-state operation even in the case of a dy-
namically renewed population. Furthermore, we develop a procedure for
the efficient selection of the parameters of the mechanism for any peer-
to-peer system; this procedure is based on ergodic arguments. Simulation
experiments reveal that the procedure is indeed accurate, as well as ef-
fective regarding the incentives provided to participants for submitting
truthful feedback.

1 Introduction

Virtual communities for the exchange of files, services, knowledge or opinions
possibly on a peer-to-peer basis have already been widely developed. In the ab-
sence of any proper accounting about who is offering value to others in such com-
munities, there is opportunity for free-riding and for malicious actions against
other members. Revelation of hidden information on the quality of the exchanged
good and on the trustworthiness of the community members is necessary. For,
otherwise, such virtual environments may offer low value and eventually col-
lapse. Reputation on the basis of ratings can be a proper means for achiev-
ing accountability. However, reputation mechanisms are vulnerable to false or
strategic voting (rating). For example, a particular peer may benefit by submit-
ting unjustified positive ratings for his friends or his collaborators, and/or by
submitting unfair negative ratings for his competitors. This problem is further
augmented in case of pseudo-spoofing, i.e. use of multiple false identities, which
may arise in virtual environments, especially peer-to-peer systems. In [1], we
proposed a mechanism for providing incentives for credible reporting of feed-
back information in a peer-to-peer system. The mechanism was combined with

� The present work was partly funded by the IST project EuroNGI (IST-2003-507613).

Z. Despotovic, S. Joseph, and C. Sartori (Eds.): AP2PC 2005, LNAI 4118, pp. 1–15, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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reputation-based policies that we introduced in [2]. These determine the pairs of
peers that are eligible to transact, in order incentives to peers for offering bet-
ter services to others to be provided as well. According to the mechanism both
transacting peers (rather than just the client) submit ratings on the performance
of their mutual transaction. If these ratings are in disagreement, then both trans-
acting peers are punished, since such an occasion is a sign that one of them is
lying, yet the system cannot tell which one. When under punishment, a peer is
not allowed to transact with others. The severity (i.e. duration) of each peer’s
punishment is determined by his corresponding non-credibility metric; this is
maintained by the mechanism and evolves according to the peer’s record. Simu-
lation experiments in [1] showed clearly that the combination of the mechanism
with reputation-based policies detects and isolates liar peers effectively, while
rendering lying costly even in dynamically evolving peer-to-peer systems. Also,
the efficiency losses induced to sincere peers by the presence of large subsets of
the population of peers that provide their ratings either falsely or according to
various unfair strategies are diminished. As explained in [1], this mechanism can
be implemented in practical cases of peer-to-peer systems.

In this paper, we analytically study the standalone effectiveness of the mech-
anism of [1] (i.e. without being combined with reputation-based policies) in pro-
viding incentives for truthful reporting. We define a Markov-chain model in order
to study the steady-state effect of the credibility mechanism in punishing liar
peers. We also develop an optimization procedure for the determination of the
proper parameters of the credibility mechanism employed to a dynamically re-
newed peer-to-peer system, so as to maximize the effectiveness of the mechanism
in punishing lying and minimize the cost induced to sincere peers by potential
unfair punishments thereof due to the mechanism. This optimization procedure
is based on ergodic arguments. We evaluate our Markovian model and our opti-
mization procedure by simulation experiments that show the accuracy and the
effectiveness of the approach. The results scale for realistic population sizes of
peer-to-peer systems thus making both our mechanism and our approach for
selecting its parameters applicable in practical cases.

There is significant related work in the literature. Dellarocas deals in [3] with
the problem of unfair ratings and discriminatory behavior in on-line trading
communities. Schillo et al. [4] deal separately with behavior and credibility of
other agents using the so-called disclosed prisoners’ dilemma game with part-
ner selection based on own observations. Damiani et al., in a similar approach
[5], extend Gnutella protocol to calculate performance and credibility of other
peers based on a peer’s own experience and on votes from witnesses. A single
trust metric is used for credibility and performance by Yu et al. in [6]. Aberer
et al. [7] present an approach to evaluate trustworthiness (i.e. the combination
of credibility and performance) of peers based on the complaints posed for them
by other peers following transactions. An approach for providing incentives for
truthful reporting of feedback in e-markets has been proposed by Jurca and Falt-
ings in [8]. This approach, similarly to ours, employs disagreement in feedback
messages for discovering potential lying. Detailed comparison of our credibility
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mechanism with these works has been done in [1]. However, these approaches
(including [1]) mostly resort to simulation for the purpose of evaluation of their
mechanisms. Moreover, they do not deal with large fractions of collaborated liar
peers, as opposed to both [1] and the present work.

The remainder of this paper is organized as follows: in Section 2, we overview
our credibility mechanism. In Section 3, we describe the Markov-chain model of
a peer-to-peer system that employs our credibility mechanism. In Section 4, we
present our procedure for the optimization of the parameters of the credibility
mechanism for a peer-to-peer system. In Section 5, we evaluate our Markov-
chain model and our optimization procedure by simulation experiments. Finally,
in Section 6, we provide some concluding remarks.

2 The Credibility Mechanism

Consider a peer-to-peer system for exchanging services that employs a dis-
tributed reputation system for performance. Time is assumed to be slotted. For
simplicity, we assume that the minimum time interval between two successive
service requests by the same peer equals one time slot. Following a transaction,
the client peer sends feedback rating his offered performance. For example, he
may rate the transaction as ”successful” (i.e. high offered performance) or as
”unsuccessful” (i.e. low offered performance). The feedback messages are useful
only if their content is true. Unfortunately, peers actually have the incentive
of strategic rating of others’ performance, since they can thus hide their poor
performance, improve their reputation, and possibly take advantage of others.
Thus, a proper mechanism should make lying costly or at least unprofitable.
”Punishing liars” is a known recipe [9], [10], but two questions arise: How can
lying peers be discovered? How can they be punished in a peer-to-peer system,
where there is no central control?

Under our approach peers submit ratings’ feedback according to the follow-
ing rules: i) after a transaction, both peers involved have to send one feedback
message each, and ii) besides rating (i.e. voting) the transaction as successful or
not, each feedback message also contains a quantifiable performance metric, e.g.
the number of transferred bytes of useful content. We assume that the observed
performance is with high probability the same with that actually offered. (The
opposite may only occur due to unexpected events during a transaction like
network congestion etc.) Thus, if feedback messages for a transaction disagree
(either in their performance metric or in their vote), then, with high probability,
at least one of the transacted peers is lying and has to be somehow punished,
in order for the right incentives to be provided. However, the system cannot tell
which of the peers does lie, and consequently whom to believe and whom to pun-
ish. Thus, according to our approach, both peers are punished in this case. This
idea was initially introduced in [9]. However, by simply applying it, a sincere
peer is often punished unfairly.

Therefore, we need a complete mechanism specifying how to punish peers in
such an uncontrolled system and how to limit potential unfairness. To this end,



4 T.G. Papaioannou and G.D. Stamoulis

we introduce for each peer: i) the non-credibility metric ncr, which corresponds
to reputation for non-credibility, and ii) a binary punishment state variable,
declaring whether the peer is ”under punishment” (if the variable is ”true”) or
not (if the variable is ”false”). For each peer, both ncr and punishment state are
public information, and they are appropriately stored so that they are available
to other peers. (See [1] for a discussion on practical implementation.) Upon
entering the peer-to-peer system, each peer is assigned a positive non-credibility
value ncr0, while he is not under punishment. (Note that the lower the value of
ncr the better.) This choice of ncr0 limits the incentive for name changes after a
disagreement. The flowchart of the credibility mechanism is depicted in Figure 1.
In particular, after a transaction between two not punished peers i, j their
feedback messages fi, fj are sent as input to the mechanism: Upon disagreement
(i.e. if fi �= fj), the non-credibility values of the transacted peers are both
increased by x while both get punished. The duration of a peer’s punishment
equals bncr, i.e. is exponential in his non-credibility, with a base b > 1. Upon
agreement (i.e. if fi = fj), the non-credibility values of the transacted peers are
decreased (i.e. improved) by d, where 0 < d ≤ x, without ever dropping below 0.
In the rest of the paper, without loss of generality, we take x = 1. The common
feedback is forwarded to the system computing reputation for performance.

Decrease of non-credibility in cases of agreement serves as a rehabilitation
mechanism. This is crucial for the efficient operation of the credibility mecha-
nism, because, as already mentioned, upon disagreement in reports, most proba-
bly one peer is unfairly punished. The value of d determines the speed of restor-
ing a non-credible reporting behavior. We employ additive increase/decrease of
the non-credibility values for simplicity. Other approaches such as additive in-
crease/multiplicative decrease are also possible.

input

feedback

messages

fi, fj

ncri

ncrj

start fi = fj

?

False

Transaction

Fig. 1. The credibility mechanism

Punishing peers is not an easy task to employ in the absence of any control
mechanism, particularly if peers have full control over their part of peer-to-peer
middleware. In our mechanism, a punishment amounts to loss of value offered
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by other peers. That is, a peer under punishment does not transact with others
during his punishment period, while his ratings for such transactions are not
taken into account. The latter measure provides incentives for peers to abide
with the former one! Indeed, first, note that sincere peers under punishment
are not expected to be willing to offer services as they would be subject to
strategic voting without being able to disagree. On the other hand, liar pun-
ished peers collaborated with other liar peers that strategically vote them (i.e.
always positively) can raise their reputation anyway, thus having no incentives
to perform well during their punishment. Thus, no peer has any incentives to
ask for services from a punished peer except for strategic voting. Moreover, no
peer has any incentive to perform well when offering services to a punished peer,
because the corresponding feedback is not taken into account. Therefore, it is
beneficial for the system to prohibit transaction with punished peers by rule. To
this end, if a peer transacts with a punished one, then both of the transacting
peers are punished as if they were involved in a new disagreement. Thus, the
non-credibility value of a peer remains unchanged during his punishment period
unless he transacts with other peers; in such a case it is further increased.

Peers should have the incentive to submit feedback, despite the risk of dis-
agreement and subsequent punishment. Indeed, after a transaction that failed
peers may not be willing to report the failure at all. Thus, to provide peers with
the incentive to submit their feedback, our mechanism punishes both peers in-
volved in a transaction if only one of them submits feedback. This also prevents
unilateral submission of feedback messages for non-existing transactions. Note
also that, since the proposed mechanism improves the long-term efficiency of the
sincere peers, only liar peers are expected to have incentives to avoid submitting
feedback. Yet applying the reasoning of [11] to our case, we expect that under
certain circumstances, the existence of our mechanism will lead liar peers to give
up their strategic behavior since it is not beneficial to them.

3 The Markovian Model Approximating the Mechanism

In this section, we analytically study the effectiveness of the proposed mechanism
in equilibrium for providing incentives to peers for truthful reporting. For this
purpose, we define a discrete-time Markov-chain model of a peer-to-peer system
where the credibility mechanism is employed. Then, we derive the steady-state
distribution of the punishment state of sincere and liar peers of the modeled
peer-to-peer system. Modeling of time is different than that introduced in Sec-
tion 2. In particular, for the purpose of specifying and analyzing this Markov
chain, we define as time step of our discrete-time model the interval between two
successive service requests. We assume that in this interval at most one trans-
action takes place. Thus, transition from one state to another can only happen
after a transaction between two peers. This is very convenient for analyzing
the Markov-chain model and studying the performance of the original system
defined in Section 2. Performance measures can be easily translated from the
new ”transaction units” to actual time slots; see Section 4. Note that at the
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beginning of each time step, a peer is randomly selected to be the client of the
only transaction that takes place in this step.

The total populations of sincere and liar peers in the peer-to-peer system
modelled as a Markov chain are S0 and L0 respectively. Consider that a state is
a snapshot of the system where state variables are the number of not punished
sincere peers s, the number of not punished liar peers l, and the number of
peers under punishment k. Clearly, this Markov chain has (S0 + 1)(L0 + 1)
different states. Observe also that state variable k can be computed by the
formula k = S0 − s + L0 − l, but k is used for readability reasons. Let q be
the probability that a requested service is found at a certain peer and r to be
the probability that a peer asks for a service. Recall that credibility values and
punishment state are public information, and that not punished peers are not
allowed to transact with punished peers. The probability that a selected client
peer finds a requested service is given by:

y = r(1 − (1 − q)l+s−1) (1)

A client sincere peer is punished if he finds his service at a liar peer. The prob-
ability PS of this event is given by:

PS =
l

s + l − 1
y (2)

A client liar peer is punished if he interacts with a sincere peer plus or with
another liar peer that is not collaborated with. We assume that the probability
of each given pair of liars to be collaborated with each other equals , which is
fixed. Thus, the probability of punishment for a client liar peer is given by the
formula below:

PL =
s

s + l − 1
y +

l − 1
s + l − 1

ya (3)

If no liars are collaborated with each other, then a = 1, while for all liars being
collaborated with each other a = 0. In the analysis that follows we study the
case where all liar peers are collaborated with each other, which is the hardest
one for the mechanism to deal with.

Recall that at the beginning of each time step, a peer is randomly selected
to be the client of the only transaction to take place. The probability PT that
the two peers of a transaction are punished, i.e. they disagree in their feedback
messages is given by:

PT =
s

s + l
PS +

l

s + l
PL (4)

For modeling purposes, we assume that during a time step, a sincere (resp.
liar) peer that is under punishment can be ”rehabilitated”, i.e. stop being under
punishment in the next step, with probability PRHS (resp. PRHL). Thus, when
there are k = S0 − s + L0 − l peers under punishment in the current state, the
average number of rehabilitated peers in the next state is (S0 − s)PRHS +(L0 −
l)PRHL. Next, we relate the Markovian model with the original mechanism of
Section 2.



Optimizing an Incentives’ Mechanism for Truthful Feedback 7

Suppose that the peer-to-peer system is currently in state (s, l, k), i.e. there
are s not punished sincere and l not punished liar peers, while k peers are
under punishment. Then, in the next time step (i.e. after a transaction), the
system may move to various states with the transition probabilities given in the
Table 1. Term A corresponds to the transition arising when the transacting peer
are punished, while term B corresponds to the transition arising when they are
not punished. Both terms also involve the probability of rehabilitation of the
number of liar and sincere peers necessary for the transaction to happen.

Table 1. Formula for transition probability from current state (s, l, k) to another

Transition Probability

Probability[(s, l, k) → (s − 1 + i, l − 1 + j, k + 2 − i − j) = A + B, where

A =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

PT

(
S0 − s

i

)
PRHS

i(1 − PRHS)S0−s−i

(
L0 − l

j

)
PRHL

j ·

(1 − PRHL)L0−l−j , for 0 ≤ i ≤ S0 − s and 0 ≤ j ≤ L0 − l

0, otherwise

B =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(1 − PT )
(

S0 − s
i − 1

)
PRHS

i−1(1 − PRHS)S0−s−i+1
(

L0 − l
j − 1

)
PRHL

j−1·

(1 − PRHL)L0−l−j+1, for 1 ≤ i ≤ S0 − s + 1 and 1 ≤ j ≤ L0 − l + 1

0, otherwise

Under the Markovian model, the distribution of the punishment period is ge-
ometric; i.e. the duration of the punishment period is independent of the peer’s
past history. Clearly, this is only an approximation of the behavior of our credi-
bility mechanism as described in Section 2, which is very complicated to model
accurately and has a huge state-space. Indeed, recall that a peer upon disagree-
ment is punished for a time period that is exponential to his non-credibility value,
which should be maintained as part of the state for all peers! However, as the
results of Section 5 reveal, this approximation is indicative of the performance of
the actual mechanism provided that rehabilitation probabilities are successfully
selected. Indeed, let us denote as c the period of conviction for a peer with a
certain punishment record. Then, for a geometric-distribution approximation of
this period, the probability of rehabilitation of this peer in the next state should
be estimated as 1/c. The probabilities PRHS and PRHL that lead to the same ex-
pected punishment time per type of peer (throughout a peer’s lifetime) depend
on the parameters b, ncr0, and d of the credibility mechanism. All these pa-
rameters can be inter-related by means of the optimization procedure presented
in Section 5. Thus, for given b, ncr0, and d, appropriate values of PRHS and
PRHL can be derived that render the Markov-chain model a good approxima-
tion of the evaluation of the actual systems. The steady state distribution of the
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model is depicted in Figure 2a for a certain peer-to-peer system with S0 = 30,
L0 = 20, r = 0.5, q = 0.1 and rehabilitation probabilities PRHS = 0.1 and
PRHL = 0.0024. As already discussed, these values of PRHS and PRHL result
from the proper selection of the parameters of the credibility mechanism accord-
ing to the procedure described in Section 4. In the peer-to-peer system of Figure
2a, sincere peers are almost never under punishment during their lifetime, while
liar peers are under punishment almost all of their lifetime. Thus, the credibility
mechanism is very effective in expelling liar peers from the peer-to-peer system
if its parameters are properly selected.

4 The Procedure for Optimizing the Mechanism

As shown in Figure 2, the credibility mechanism is capable of providing the
right incentives to peers for truthful reporting of feedback. However, this result
applies for certain rehabilitation probabilities (essentially for certain expected
punishment periods) that are determined by the parameters of the mechanism
(i.e. initial non-credibility ncr0, the base b of the exponential punishment, and
the restoration factor d). These parameters have to be properly selected on
the basis of the peer-to-peer system’s, i.e. peers’ lifetime, service availability,
service request probability etc. in order lying to be effectively punished without
inducing an unacceptable overhead for sincere peers. In this section, we propose
a methodology for the calculation of the proper parameters of the mechanism
for any peer-to-peer environment. We specify two objectives when employing the
credibility mechanism in a peer-to-peer system:

– Objective 1: Sincere peers must not be punished more than once during their
lifetime.

– Objective 2: Liar peers must always be punished when they transact with
other sincere peers.

Specifically, consider the Markov-chain model of peer-to-peer system described
in the previous section. Recall that we have defined as the time step of our
discrete time Markov chain the duration of a transaction. The expected value of
this is henceforth referred to as transaction unit. Furthermore, recall that, for
the peer-to-peer system originally defined in Section 2, we assume that time is
slotted, while the population of the peer-to-peer system is dynamically renewed,
and S0, L0 are kept constant. Moreover, each time slot equals the minimum
time interval between two successive service requests by the same peer. Next,
we explain how we can inter-relate the two aforementioned systems. We denote
as tlifetime the mean lifetime of a peer in time slots. We also denote as ts (resp.
tl) the mean number of time slots that a sincere peer is not under punishment
during his lifetime, when our credibility mechanism is employed in the peer-to-
peer system. Thus, S0(ts/tlifetime) (resp. L0(tl/tlifetime)) is the mean number of
sincere (resp. liar) peers not under punishment at a certain time slot. Recalling
that y is the probability to find a requested service, then the mean total number
Ntrans of transactions per time slot is given by the following equation:
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Ntrans = y
tsS0 + tlL0

tlifetime
(5)

Furthermore, we denote as ns and nl the mean numbers of transaction periods
that a sincere and a liar peer respectively are not under punishment during
their lifetime. Therefore, ns = Ntrans · ts, nl = Ntrans · tl and nlifetime =
tlifetime ·Ntrans. Recall now that according to the Markov model, the distribution
of each punishment period is geometric with expected value equal to 1/PRHS for
sincere peers and 1/PRHL for liar peers. Using ergodic arguments, Objectives 1
and 2 lead to the following equations:

1
PRHS

= tlifetime − ts =
nlifetime − ns

Ntrans
(6)

1
PRHL

=
nlifetime − nl

ytl
tsS0

tsS0+tlL0

=
nlifetime − nl

ynl
nsS0

nsS0+nlL0

Ntrans (7)

Indeed, Objective 1 amounts to equation (6), which implies that the expected
punishment time for sincere peers equals the mean duration (in transaction peri-
ods) of the one and only punishment during their lifetime. Objective 2 amounts
to equation (7), which implies that the expected punishment time for liar peers
equals the mean punishment time of a liar peer in transaction periods divided
by the mean number of time slots where: (i) he is not under punishment, and (ii)
he gets punished upon transaction with a sincere peer. The tsS0/(tsS0 + tlL0)
in the dominator of equation (7) expresses the percentage of unpunished peers
that are sincere. Note that equations (6) and (7) express the most conservative
bounds arising from Objectives 1 and 2 for the mean punishment periods of
a sincere and a liar peer respectively. For example, equation (6) expresses the
mean duration of one complete punishment period, while according to Objec-
tive 1 sincere peers are not punished more than once. Equation (6) (resp. (7))
involves ns (resp. nl), which determines the mean fraction of a sincere (resp.
liar) peer’s lifetime that he is not under punishment, namely ns/nlifetime (resp.
nl/nlifetime). In equations (6) and (7), the values of these fractions are treated
as inputs. However, these values actually arise as a result of the operation of the
credibility mechanism. Thus, the input values in equations (6) and (7) have to
be consistent with those resulting due to the mechanism. Therefore, in order to
determine the values of ns, nl that render the objectives feasible a fixed-point
approach is followed:

1. Initially, we take that ns = min{0.95 · nlifetime, 10} and nl = min{0.05 ·
nlifetime, 1}.

2. We calculate the mean fraction of a peer’s lifetime that he is not under
punishment, which equals ns/nlifetime for sincere and nl/nlifetime for liar
peers.

3. From equations (6) and (7) we calculate PRHL and PRHS . These are em-
ployed in the Markov-chain model and the steady-state distribution of the
punishment state is calculated.
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4. Then, the mean fraction of a peer’s lifetime that he is not under punish-
ment is re-calculated for sincere and liar peers based on the steady state
probabilities, i.e. ńs/nlifetime for sincere and ńl/nlifetime for liar peers.

5. If a convergence criterion is met, e.g. |ńs − ns| < ε and |ńl − nl| < ε, then
a fixed point has been reached, and the proper values of ns, nl have been
found for this peer-to-peer system. Otherwise, we set ns = (1 − δ)ns + δńs

and nl = (1 − δ)nl + δńl, where δ ∈ (0.5, 1) is a relaxation parameter, and
the control is transferred back to step 2.

Having determined the values of ns and nl that give rise to Objectives 1 and
2, the proper parameters of the credibility mechanism have also to be derived.
The expected value of total punishment period in time slots for a liar peer that
is punished in all of his transactions is at most E[bncr0(1+ b2 + ..+ bv)], where v
is the number of transactions. This is approximated as bncr0(1 + b2 + .. + by·tl),
since E[v] = y · tl, which is henceforth treated as integer for simplicity. The total
punishment period for a liar peer should be equal to the mean total punishment
time for that peer tlifetime−tl, see equality (8). (Note that this is a bound because
the last punishment period may not be fulfilled until the end of the lifetime of
the peer. However, again we take the equality, as it is the most conservative
relation.) Similarly, the total expected punishment time of a sincere peer is taken
as bncr0−d·rh (see equation (9)). rh is the expected number of time slots where
transactions are conducted by a sincere peer until his one and only punishment
(see equation (10)) and d is the restoration factor; thus rh·d is the decrease in the
sincere peer’s non-credibility value until his punishment. Note that the relations
for b and ncr0 involve d as a parameter. Instead of setting one more objective and
devise one more equation in order to determine d, we take d = 0.5 for illustrative
purposes. This is a meaningful choice for the restoration of a disagreement to
require two agreements. Therefore, b, ncr0 (and rh) can be determined by the
following equations.

tlifetime − tl = bncr0
bytl − 1
b − 1

(8)

bncr0−d·rh = tlifetime − ts (9)

rh =
y( 1

PS
− 1)

Ntrans
(10)

5 Results

5.1 The Simulation Model

In order to evaluate the optimization procedure, we apply the calculated param-
eters of the credibility mechanism in a simulated peer-to-peer environment where
the mechanism is employed. Specifically, we consider a peer-to-peer system em-
ploying the credibility mechanism where services of a certain kind are exchanged
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among peers. Each peer employs a reporting strategy regarding the sincerity of
his feedback: he is either (always) sincere or liar. All liars follow the destructive
strategy defined in [1] and they are collaborated to each other. According to the
destructive strategy, liar peers maliciously send reverse feedback about the out-
come of their transaction. The reporting types (i.e. lying strategies) of peers are
private information, i.e. only the peer himself knows whether he is liar or sincere.
Time is assumed to be slotted. The duration of the time slot is of the same order
of magnitude as the average interval between two successive service requests. At
each slot, every peer requests a service with a certain probability r = 0.5. Service
availability is Uniform with probability q to find a service at a particular peer.
A peer can serve only one peer per slot due to his limited resources. Further-
more, the population of peers is assumed to be renewed according to a Poisson
process with mean rate λ peers/time slot. That is, each peer is assumed to live
in the peer-to-peer system for a period determined according to the exponential
distribution with mean N/λ, where N is the total size of the population. When
a peer leaves the system, a new entrant of the same type takes his place. After
a transaction each of the peers involved sends feedback to the credibility mech-
anism as explained in Section 2. The non-credibility values are increased upon
disagreement with his transacted peer in their feedback by 1 and decreased upon
agreement by d = 0.5. In the experiments conducted, we assess the incentives
offered for truthful reporting measuring the mean fraction of punishment time
over lifetime per peer of each reporting type.

5.2 Assessment of the Optimization Procedure and the Markovian
Model

In this subsection, we assess the accuracy of the optimization procedure of the
parameters of the credibility mechanism. For various peer-to-peer systems with
different characteristics (S0, L0, r, q, peers’ lifetime) we employ the optimization
procedure in order to calculate the proper values of parameters b and ncr0 of
the credibility mechanism. Then, we employ the Markovian model to derive
the probability that a peer of a certain type is not punished at equilibrium,
denoted as PMS and PML for sincere and liar peers respectively. Then, we
run simulations, according to the model of Subsection 5.1, using the optimized
parameters b and ncr0 for each of these systems in order to find the mean
fraction of the lifetime per peer of a certain type that he is not punished, denoted
as PSS and PSL for sincere and liar peers respectively. Due to ergodicity, we
expected PMS and PML to be roughly equal to PSS and PSL respectively.
Indeed, as depicted in Table 2, their maximum absolute difference for sincere
peers (i.e. |PSS − PMS|) is 0.03 and for liar peers (i.e. |PSL − PML|) is 0.05.
Thus, although approximate, the optimization procedure is rather effective in
calculating the proper parameters of the credibility mechanism. Furthermore,
the Markov model is an accurate proxy of the simulated environment, since
the fractions of lifetime under punishment for each type of peers in the steady
state also arise in the corresponding simulated environment with the optimized
parameters b and ncr0.
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Next, we study how the optimized parameters scale for larger systems (i.e.
when S0 + L0 increases). As shown in Table 3, b and ncr0 remain roughly the
same as the population increases and for different fractions of sincere and liar
peers, keeping the other characteristics of the system constant. Thus, the param-
eters b and ncr0 of the credibility mechanism are not affected by the mixture
of reporting types in the population. Running additional simulations, we find
that the effectiveness of these punishment parameters in providing incentives for
truthful reporting is maintained for much larger systems with the same lifetime,
r and q parameters, as shown in Table 4.

Table 2. Proper punishment parameters for various systems

lifetime Q r S0 L0 b ncr0 PMS PSL PML PSL

1000 0.1 0.5 30 20 4.23 1.66 0.997 0.989 0.011 0.004
150 0.5 0.5 30 25 1.939 3.53 0.982 0.956 0.071 0.021
150 0.1 0.8 30 10 1.22 11.36 0.992 0.969 0.048 0.041
150 0.1 0.5 50 45 1.939 3.5 0.99 0.961 0.075 0.03
150 0.1 0.5 30 25 1.939 3.53 0.982 0.956 0.074 0.024
150 0.1 0.5 100 50 1.939 3.5 0.985 0.974 0.078 0.03

Table 3. Proper b and ncr0 parameters as the peer-to-peer system scales up for larger
systems and for different relative fractions S0/L0, keeping constant lifetime = 150,
q = 0.1 and r = 0.5

S0/L0 S0 + L0 b ncr0 PMS PSL PML PSL

3/2 50 1.939 3.54 0.985 0.963 0.075 0.029
3/2 75 1.939 3.52 0.99 0.97 0.074 0.027

2 30 1.939 3.6 0.982 0.974 0.075 0.031
2 150 1.939 3.5 0.985 0.974 0.078 0.03

3 40 1.939 3.59 0.992 0.982 0.075 0.028
3 60 1.939 3.55 0.994 0.984 0.0725 0.027

As depicted in Figure 2, the optimization procedure and the Markov model
are both very accurate in the estimation of the proper parameters of punish-
ment and very effective in deriving the punishment parameters that render the
mechanism very efficient. Next, we examine how the rest of the characteristics
of the peer-to-peer system affect punishment parameters. The probability q to
find a certain service at a specific peer determines the service availability and
affects the number of transactions conducted per time slot. Provided that there
is only small probability for a requested service not to be found at all in the
peer-to-peer system, then q essentially does not affect parameters b and ncr0
(see Table 2). Furthermore, the rate of transactions (that depends on service
request probability r) is important in order for lying to be revealed and properly
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Table 4. The punishment parameters b = 1.939 and ncr0 = 3.5 remain effective in
providing incentives for truthful reporting as the simulated peer-to-peer system scales
up, when lifetime = 150, q = 1 and r = 0.5

S0 L0 PMS PSL

500 100 0.973 0.038
600 400 0.9651 0.036
900 600 0.9643 0.042

Table 5. The impact of service request probability to punishment parameters when
lifetime = 150, q = 0.1, S0 = 30 and L0 = 20

r b ncr0

0.2 13 1.09
0.5 1.939 3.54
0.8 1.22 11.33

Fig. 2. The Markov model (a) is accurate as it approximates simulation results (b).
The optimization procedure is successful as it finds punishment parameters that lead
to a beneficial steady state. q = 0.1, r = 0.5, b = 1.939, ncr0 = 3.5, lifetime = 150.

Table 6. The impact of of lifetime to punishment parameters when r = 0.5, q = 0.1,
S0 = 30, L0 = 10

lifetime b ncr0

50 11.17 0.67
150 1.94 3.59
300 2.63 2.49
500 3.24 2.07

punished. The rate of transactions has a considerable impact on the calculation
of the proper punishment parameters, as demonstrated in Table 5. Notice that
decreasing r results in higher b and lower ncr0, as expected for inducing heavier
punishment to liar peers since their transactions are now less frequent.

Another important aspect of the peer-to-peer system that affects the calcula-
tion of proper punishment parameters is the renewal rate of the population. In
fact, as shown in Table 6, if peers are short-lived, then the value of b should be
large and the value of ncr0 should be relatively small. Indeed, for a liar peer, the
most likely case is to be punished early enough and only once, due to his short
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lifetime; the aforementioned values of b and ncr0 render this punishment severe
enough. On the other hand, for long-lived peers the punishment parameters ad-
just smoothly to punish liar peers progressively for all of their longer lifetime.
Note that the optimization procedure computes always the same punishment
parameters b and ncr0 for a peer-to-peer system with specific characteristics.

6 Conclusions

In this paper, we have studied the credibility mechanism that we first proposed
in [1]. This mechanism provides incentives for truthful reporting of ratings’ infor-
mation in peer-to-peer systems. The credibility mechanism attains this objective
by discovering and punishing liar peers. Also, we modeled the employment of
the credibility mechanism in a peer-to-peer system as a Markov-chain. Although
approximate, this Markov-chain model is rather accurate. It has proved to be a
very useful tool for tuning the parameters of the mechanism in an actual system
by means of the fixed-point optimization procedure that was also proposed in
this paper. Furthermore, our approach for finding the appropriate punishment
parameters has proved to be very successful: Indeed, the optimized credibility
mechanism meets the objectives on punishment. It practically expels liar peers
from the system at effectively very limited cost for sincere peers even in a dy-
namic environment, thus providing the right incentives for truthful reporting.
The Markov-chain model and the optimization procedure were developed under
the assumption of a particular strategy for lying peers. Incorporation of different
lying strategies in our model is left for future research.
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Abstract. Autonomous entities in artificial societies are only willing to cooper-
ate with entities they trust. Reputation systems keep track of the entities’ behavior
and, thus, are a widely used means to support trust formation. In a P2P network,
the reputation system needs to be distributed to the individual entities. In previous
work, we have shown that some of the limitations of distributed reputation sys-
tems can be overcome by making use of hard evidence. In this paper, we take this
idea one step further by deriving beliefs of others’ trustworthiness from one’s
own experiences and the available hard evidence. For this purpose, we justify
why a self-interested autonomous entity may choose to behave according to the
norms of the system designer. As a consequence, the proposed belief model does
not only incorporate behavioral beliefs but also beliefs regarding the normative-
ness of an entity. We prescribe how beliefs are revised if new evidence becomes
available. The introduced models for recommendations and belief formation en-
able us to prove that self-interested entities always issue truthful recommenda-
tions regarding transactional behavior. The simulative evaluation shows that a
self-interested entity can be expected to be normative and, thus, to comply with
our system design.

1 Introduction

If you look at computer systems, there is a clear trend away from closed monolithic
systems towards self-organizing artificial societies composed of autonomous entities
with no central control and no commonly trusted unit. Examples are peer-to-peer sys-
tems, open multi-agent systems, and ad hoc networks. All these systems have a number
of characteristics in common: In order to achieve their individual goal, it is necessary
for the entities in the system to cooperate. However, due to their autonomy, on the one
hand, entities will only cooperate, if it is beneficial to them, on the other hand, entities
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are able to cheat in the course of a cooperation. In order to avoid being cheated on, an
entity will only cooperate with entities it trusts.

Distributed reputation systems are a commonly suggested means to support trust
formation [1, 2, 3, 4]. They allow for the exchange of information about certain entities’
behavior and make it thus possible to base trusting decisions not only on one’s own
prior experience with that entity but also on others’ experiences. The major challenge
for the design of distributed reputation systems consists of accurately estimating others’
behavior based on the information at hands. In previous work [5], we have argued that
some of the exchanged information should be non-repudiable (and, thus, become hard
evidence) in order to improve the accuracy of the estimation. Other authors [4] propose
the inclusion of norms for the same purpose. However, existing distributed reputation
systems cannot make use of the additional information provided by hard evidence and
norms. For the most part, this is due to their ignorance of non-repudiability and their
fixation on behavioral information. In this paper, we make up for these deficiencies by
redesigning distributed reputation systems. We mainly contribute (1) by justifying the
consideration of norms for systems of self-interested autonomous entities, and (2) by
providing a multi-layered belief model that derives the belief of others’ normativeness
from own experiences and hard evidence.

The remainder of this paper is structured as follows: In Section 2, we extend the
basic system model by considering hard evidence and norms. In Section 3, we show
that existing approaches fail to exploit relevant information for the formation of beliefs.
Based on this analysis, we make up for this deficiency by proposing a novel belief
model in Section 4. We evaluate the properties of the redesigned distributed reputation
system in Section 5 and, finally, conclude the paper in Section 6.

2 System Model

In this section, we present the system model that is assumed for the remainder of this
paper. For this purpose, we describe the basic system model and extend it in two direc-
tions: (1) Based on the ideas of our previous work [5], non-repudiability is proposed
as a means of acquiring hard evidence. In this context, a recommendation model based
on hard evidence is described. (2) We suggest that system design should make use of
norms and provide a justification of this idea. The justification is valid even for systems
that consist of self-interested autonomous entities.

2.1 Basic System Model

The system consists of entities that may enter into transactions at any time. Each trans-
action occurs between a pair of entities (transaction peers). Each transaction peer ex-
ecutes an action on behalf of the transaction partner1 who is able to check whether
the action has been executed correctly. The autonomy of the entities implies that an
entity may defect by failing to execute its action. Take for example two entities of a

1 This assumption of mutually beneficial transactions may be relaxed by making use of non-
repudiable promises [6].
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P2P network that agree on exchanging a pair of documents. After having received the
document of the transaction partner, a transaction peer may defect by refusing to trans-
mit its promised document. The reputation system keeps track of defections in order
to caution the entities about the defectors. In the absence of a central component, the
reputation system is distributed to the entities themselves. More specifically, each entity
runs a local instance of the reputation system. As a prerequisite for the operation of a
distributed reputation system, the entities have to be able to send authenticated mes-
sages. This means that the recipient of a message knows which entity has sent it. For
this purpose, each entity has a unique and unalterable identity. The local instances of
the reputation system may cooperate by exchanging recommendations. The issuer of a
recommendation (recommender) communicates information regarding a certain entity
(recommendee) to the recipient of the recommendation.

2.2 Evidential Extension of the System Model: Non-repudiability and Hard
Evidence

In our previous work [5], we have pointed out that distributed reputation systems should
make use of non-repudiability. In the following, we recapitulate this idea and extend the
system model accordingly.

Each entity is able to issue non-repudiable tokens and verify the validity of the non-
repudiable tokens that have been issued by others. By this means, the issuer of such a
token is able to non-repudiably commit to a statement. The token itself provides hard
evidence of this commitment. Hence, we refer to non-repudiable tokens as hard evi-
dence in the remainder of this paper. As we have pointed out in [5], presuming a means
of non-repudiability is practically not a stronger assumption than presuming a means of
authenticating messages.

According to the basic system model, a transaction consists of the exchange of re-
pudiable actions between the transaction peers. This transactional model is extended
as follows: The transaction peers exchange a pair of non-repudiable tokens before and
after the proper transaction. First, each transaction peer commits to the imminent trans-
action and its terms by issuing a contract to its transaction partner. After the exchange
of actions, each transaction peer issues a receipt and, thus, confirms that its transac-
tion partner has complied with the transaction terms as promised. In the absence of a
trusted third party, defections are still possible by retaining one’s own contract, action
or receipt.

The availability of contracts and receipts leads to a redefinition of the recommen-
dation model. It dispenses with (potentially fake) reports of beliefs. Instead of that, a
recommendation consists of hard evidence and is required to be non-repudiable. By
this means, a recommender is forced to commit to the content of his recommendations.
We distinguish between three types of recommendations: (1) Disrecommendations:
The perception of cooperation is documented by a receipt. In a disrecommendation,
an entity commits to such a perception. A disrecommendation is required to be non-
repudiable so that its recipient has hard evidence of such commitment. Furthermore, we
apply the policy that, in order to be valid, a disrecommendation has to enclose the con-
tract of the entity that reportedly defected [5]. By this means, disrecommendations are
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always based on transactions that actually took place. (2) Self-recommendations: Each
entity may disseminate its receipts by issuing self-recommendations [7]. (3) Inconsis-
tency proofs: An inconsistency proof can be furnished if an entity issues non-repudiable
commitments that are mutually incompatible. This is the case if an entity issues both a
receipt and a disrecommendation regarding the same transaction.

2.3 Normative Extension of the System Model: Justification and Norm Design

In the past, it has been proposed to include norms into the design of distributed reputa-
tion systems [4]. However, the authors fail to justify why a self-interested autonomous
entity could possibly decide to abide with norms that are detrimental to itself. In the fol-
lowing, we provide such a justification. Furthermore, we provide a thorough discussion
of how norms should be designed. In addition, we define the type of an entity based on
its normativeness.

System design and autonomy. According to the basic system model, each entity is
autonomous and, thus, cannot be forced to behave in a certain way. Instead of that,
each entity is only controlled by its human principal. For example, in a P2P system
like KaZaA, a piece of software constitutes the entity and the user owning the hardware
represents the human principal. If the user is not pleased with the performance of the
software, he can remove or tamper it. The user does not have to be an expert for doing
so if he has access to a tampered version of the software that meets his demands.

What are the consequences if each entity can be arbitrarily tampered? The system de-
signer conceives a set of algorithms that should be run by the participants of the system.
Traditionally, it is argued, that, if any part of the algorithms is not incentive compatible,
the designer has to expect that the entities are tampered. Therefore, incentive compati-
bility of any behavior becomes the key criterion of system design (e.g., [8]). However,
this is not completely true.

Tampering costs and compliance costs. In the following, we argue that – contrary to
popular belief – tampering does incur some costs (tampering costs) and that, as a con-
sequence, system design is disburdened of some difficulties.

A human principal may tamper his entity either by creating a tampered version of
the software or by adopting the tampered version of others. Both options violate laws
for a couple of reasons: (1) Tampering includes re-engineering of the software. In the
US, this is explicitly forbidden by the Digital Millennium Copyright Act if the soft-
ware is protected by a technical means [9]. (2) A tempered version represents a derived
work. Hence, its creation or distribution infringes copyright law. This also applies the
adoption of a tampered version since it incurs downloading and, thus, duplicating the
derived work [10]. (3) Contractual law is violated, too, if the system designer protects
his software by an adequate licence. In contrary to the US, such contractual protection
is forbidden in the EU by the Software Directive §6.1 [11]. Still, the system designer
could demand that the users agree with a licence regarding the identities that he assigns
to them. According to that additional licence, identities may only be used in connec-
tion with the original software. By this means, the use of tampered versions infringes
contractual law even in the EU.
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Furthermore, there are tampering costs that are specific to the creation or adoption
of tampered versions: The creation of a tampered version requires expert skills and is
rendered even more costly by the means of code obfuscation [12]. On the other hand,
the adoption of a tampered version exposes the user to risks due to the intransparency
of its behavior. It could perform worse than the original version or even be a trojan.
Consequently, tampering one’s own entity always incurs costs.

We do not claim that these costs are prohibitive. Rather, we argue that system de-
sign should make use of these tampering costs, even if they are small. This means that
system design could foresee some behavior that is not fully incentive compatible. As a
result, complying with the system design also incurs some costs (compliance costs). It
is clear that entities are tampered whenever these compliance costs exceed the tamper-
ing costs. For this purpose, system design has to keep the compliance costs as marginal
as possible. This rules out systems in which the participants are designed to behave al-
truistically2. However, it makes sense to design a system in which proposed behavior
may be not fully incentive compatible under infrequent circumstances.

Norm design. A norm refers to a non-enforceable rule given by the system designer
(i.e., r-norms [13]). We propose to incorporate norms into the design of distributed rep-
utation systems. The presence of norms leads us to defining the type of entities based on
their normativeness: An entity’s type is normative if the entity always complies with the
norms. Hence, normative entities adhere to the original system software. Contrarily, its
type is strategic if it decides whether to comply depending on the circumstances. There-
fore, strategic entities run a tampered version of the system software. In the following,
we discuss which norms should be included into the design of the system.

Norm design has to reconcile two conflicting demands. (D1) Norms should pre-
scribe cooperative behavior in order to allow a population of norm compliant entities
to perform well. (D2) Norms have to be self-enforcing by rendering norm compliance
incentive compatible. If norms are not sufficiently self-enforcing, the compliance costs
surpass tampering costs so that entities are tampered and deviate from the norm. In or-
der to obtain self-enforcing norms, we propose to orientate norm design towards two
maxims. (D2a) The only means of being perceived as normative entity is to actually
abide with the norms. For this purpose, behavior that is prescribed in a norm has to
be highly perceptible by others. (D2b) Each entity wants to be perceived as norma-
tive entity, i.e., as an entity that always complies with the norms. The maxims create a
momentum towards self-interested norm compliance.

We propose two norms: (N1) Never defect in a transaction after having agreed on
participating in it. (N2) Never issue inconsistent statement about the same issue. These
norms meet the above demands of norm design: (D1) Both norms prescribe cooperative
behavior. (D2a) Compliance with norm (N1) is perceptible to the transaction partner.
Furthermore, compliance with norm (N2) has the potential of being fully perceptible
by any entity if statements are required to be non-repudiable. (D2b) Since a transaction
represents a win-win situation, each entity desires to participate in as much transactions
as possible. For the choice of transaction partners, an entity prefers those entities that

2 For example, the reputation mechanism of KaZaA has been hacked because it presumes that
each entity truthfully calculates and disseminates its reputation.
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are least likely to defect. Normative entities abide with norm (N1). Hence, entities want
to be perceived as normative in order to be preferred as transaction partners. By an anal-
ogous argumentation for norm (N2), we obtain that each entity wants to be perceived
as normative so that its statements are given more weight.

3 Exploiting Information for the Formation of Beliefs

In the previous section, the system model has been extended in order to account for hard
evidence and norms. In this section, we point out that a distributed reputation system
should exploit additional information that arises from these extensions. Furthermore,
we discuss behavioral beliefs and show that their formation is the ultimate goal of a
distributed reputation system. Based on these preconsiderations, we review existing
distributed reputation systems.

3.1 Information and Behavioral Beliefs

An entity runs a local instance of the distributed reputation system in order to obtain
support for its trusting decisions. In the following, we take a closer look at the general
set-up for the provision of such support. The treatment is divided into two steps. First,
we examine which type of information is available as input to a local instance of the
reputation system. Second, we show that behavioral beliefs are required as output in
order to support trusting decisions.

Information. The most obvious source of information are first-hand experiences. In
the course of a transaction, the transaction partner may cooperate or defect. Since
norm (N1) prescribes ”never defect”, these two cases correspond to normative and non-
normative behavior respectively. In the following, we denote normative behavior by

entity Y with N(b)
Y and non-normative (strategic) behavior with S(b)

Y . Therefore, first

hand experiences regarding entity Y consist of a sequence of N(b)
Y and S(b)

Y . An entity
has to consider the first hand experiences made by others that are communicated in
recommendations. The recommendation model of Section 2.2 ensures that the contents
of the recommendation relates to transactions and conflicts that actually occurred. Fur-
thermore, transactional behavior is context-dependent [14]. This means that, even if an
entity always behaves well in a specific context (e.g., low value transactions), it could
still misbehave in other contexts. Hence, an entity should make use of context informa-
tion in order to assess transactional behavior.

Behavioral beliefs. The decision whether to participate in a transaction represents a
trusting decision. In order to make this decision, an entity has to predict the likely be-
havior of the potential transaction partner (say Y ). Such a prediction has to cope with
two types of uncertainty [15]: Aleatory uncertainty (or stochastic uncertainty) results
from the fact that the transaction partner may behave in random ways. This means

that there exists an intrinsic probability p(N(b)
Y ) that Y behaves cooperatively in the
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forthcoming transaction. In contrast, epistemic uncertainty (or subjective uncertainty)
ensues from the lack of knowledge about the transaction partner. Therefore, the proba-
bility has to be estimated according to one’s own current beliefs [16]. We denote such

subjective estimate by entity X with pX(N(b)
Y ). Since the estimate is based on X’s beliefs

and regards Y ’s behavior, we refer to it as behavioral belief of X regarding Y .
We elaborate on three important issues of behavioral beliefs. First, a behavioral be-

lief is a probabilistic belief due to the aleatory uncertainty. Second, a behavioral belief
is fallible due to the epistemic uncertainty. Therefore, it might be necessary to revise it
if new information becomes available. Third, the probabilistic interpretation of behav-
ioral beliefs provides for a straightforward means of making trusting decisions. More
specifically, an entity decides to participate in a transaction if its expected utility is
positive [2].

3.2 From Information to Behavioral Beliefs: Existing Approaches

In the following, we analyze how existing approaches of distributed reputation systems
derive behavioral beliefs from the information at hand. We focus our analysis in two
directions: (1) We do not consider approaches that make use of a central component
in order to manage reputation (e.g., [17]) or foresee side-payments (e.g., [8]). (2) An
approach is not taken into account if it does not provide for probabilistic estimations
of behavior. This is because such estimations are a prerequisite for utilitarian decision
making. Examples of approaches that fail to fulfill this requirement are [3].

The approaches of [1, 2] presume that the inert probability p(N(b)
Y ) of cooperative be-

havior by Y is the same for each transaction of Y . In such a case, Y ’s behavior follows

a Bernoulli distribution of N(b)
Y and S(b)

Y . Based on this assumption, the beta function

is proposed as probability density function regarding p(N(b)
Y ) [1]. By this means, both

aleatory and epistemic uncertainty are taken into account. Furthermore, first hand ex-
periences can be directly integrated into the parameters of the beta function. However,
this approach lacks a theoretically founded means of integrating others’ first-hand expe-

riences. Therefore, the maximum likelihood estimation of p(N(b)
Y ) is suggested in [2].

This provides a straightforward means of integrating others’ first-hand experiences.
We argue that behavioral approaches suffer from three deficiencies: (1) The con-

sideration of others’ first-hand experiences is solely based on plausibility and dispenses
with hard evidence. According to [5], this yields several limitations. (2) The approaches
do not allow for the integration of type information. Even if entity Y was known to be

normative, the probability p(N(b)
Y ) is not necessarily 1 since the entity could defect un-

intendedly. The other way round, a strategic entity Y does not have to defect in every
transaction. (3) The approaches are based on the assumption that the inert probability
of cooperative behavior is the same for each transaction. This inhibits the use of con-
text information. Therefore, it has been proposed to provide separate behavioral beliefs
for a set of potentially interrelated context categories [18]. Yet, the definition of the
categories’ granularity is difficult because it has to trade off the imprecision of ag-
gregating contexts with the overhead of managing several separate behavioral beliefs
for each entity.
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4 The Multi-layered Belief Model and Belief Revision

Existing approaches apply too narrow models of beliefs that cannot exploit the infor-
mation at hands. Therefore, in this section, we redesign the belief model by proposing
several novel concepts: (1) Type beliefs are modelled such that epistemic uncertainty is
taken into account. (2) Beliefs regarding type and behavior are interrelated by a multi-
layered mapping. It explicitly models context-dependent norm abidance and unintended
defection. (3) The revision strategy of type beliefs is able to take any relevant informa-
tion (including behavioral information) into account.

4.1 The Belief Model

Apart from behavioral beliefs, we propose to make use of beliefs regarding an entity’s
type and intentions. In addition, we interrelate beliefs by suggesting the mappings type-
to-intention and intention-to-behavior. The ensuing three layers of beliefs are illustrated
in Figure 1.

Type beliefs and intention beliefs. In order to capture epistemic uncertainty, we model
a belief regarding an entity’s type as a probabilistic belief. For this purpose, we intro-
duce some further notation: We denote the fact that entity Y is normative/strategic with

N(t)
Y and S(t)

Y respectively (the superscript (t) refers to Y ’s type). Thus, the type belief

of entity X regarding entity Y is the subjective probability pX(N(t)
Y ). According to Sec-

tion 2.3, an entity is either normative or strategic. Hence, there is no aleatory uncertainty
about an entity’s type. Consequently, a type belief may be expressed as a simple prob-
ability. Contrarily, the existing behavioral approaches have to make use of probability
density functions in order to account for both aleatory and epistemic uncertainty.

In order to interrelate type beliefs and behavioral beliefs, we introduce an intermedi-
ate kind of belief regarding intentions. Entity Y may intend to abide with norm (N1) by

refraining from defection. We denote this fact with N(i)
Y . If Y intends to break the norm

by defecting, its intention is strategic (denoted with S(i)
Y ). Thus, an intention belief 3 of

X regarding Y is the subjective probability pX(N(i)
Y ).

Type-to-intention mapping. An entity’s intention is derived from its type. Normative en-

tities always intend to abide with the norms, hence pX(N(i)
Y |N(t)

Y ) = 1. However, strate-
gic entities abide with the norms only if they want to. Their decision of norm abidance
is based on the context γ of the transaction. In the following, we denote the subjective

probability pX (N(i)
Y |S(t)

Y ,γ) that a strategic entity intends norm abidance with p(n)
X (γ). If

the transaction value v is the main driving force of context-dependent behavior, a sim-
ple estimate of this probability is e−κv with some positive parameter κ. This type-to-
intention mapping incorporates context-dependence more seamlessly than the existing
behavioral approaches. This is because it solves their conflict between imprecision of
aggregating contexts and overhead of separate context categories.

3 This definition is compatible to the BDI-architecture [19]. It refers to X’s beliefs regarding Y ’s
intention.
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Fig. 1. Derivation of behavioral beliefs from type beliefs

Intention-to-behavior mapping. An entity’s behavior is derived from its intention. The
intention to abide with the norms is a prerequisite for actually abiding with them, hence

pX(N(b)
Y |S(i)

Y ,γ) = 0. However, norms can be broken unintendedly. The probability of
unintended defection depends on the context of the transaction. For instance, parti-
tioning is more likely to occur in long running transactions. Therefore, we have to

estimate the conditional probability pX(S(b)
Y |N(i)

Y ,γ) that we denote with p(u)
X (γ) in the

following.
The estimation of unintended defection is considerably easier than the one of strate-

gic norm abidance. This is because unintended defection is due to the transaction’s en-
vironment (i.e., nature [20]) that behaves non-strategically. Hence, it suffices to be able
to estimate the probability of partitioning and node failure in order to estimate the sub-

jective probability p(u)
X (γ) appropriately. In such a case, this probability only contains

aleatory uncertainty.

4.2 The Belief Revision

The belief state of an entity consists of its type beliefs regarding the entities it is ac-
quainted with. Whenever previously unknown information becomes available, type be-
liefs have to be revised. In the following, we provide a probabilistically sound means of
such belief revision.

Let us assume that entity X perceives cooperation or defection of its transaction
partner Y for the transaction context γ. In such a case, X’s type belief regarding Y is
revised according to Bayes’ formula. The required conditional probabilities are derived

from the formulas of Section 4.1. For perceived cooperation (N(b)
Y ), belief revision is as

follows4:

pX(N(t)
Y |N(b)

Y ,γ) =
pX(N(t)

Y ) · pX(N(b)
Y |N(t)

Y ,γ)

pX(N(b)
Y |γ)

(1)

Disrecommendations are considered as follows: If entity Y disrecommends entity

Z, we have to presume that Y or Z defected, i.e., S(b)
Y Z occurred. We cannot infer that

Z defected since Y could have disrecommended after having defected itself. Upon

4 The formula of perceived defection is obtained by replacing N(b)
Y with S(b)

Y .
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receival of such a disrecommendation, we revise the beliefs regarding Z based on
Bayes’ formula:

pX(N(t)
Z |S(b)

YZ ,γ) =
pX(N(t)

Z ) · pX(S(b)
YZ |N

(t)
Z ,γ)

pX(S(b)
Y Z ,γ)

(2)

The belief regarding Y cannot be revised because, otherwise, the issuance of disrec-
ommendations is not incentive compatible any more. Hence, the belief regarding Y is
only revised if it is disrecommended by Z. This is no restriction since Z possesses the
contract that is needed for issuing a disrecommendation.

Belief revision due to a self-recommendation leads to rehabilitation: A prior disrec-
ommendation could be refuted by the receipt that is enclosed in the self-recommendation.
In such a case, an inconsistency proof regarding the disrecommender Y becomes avail-
able. Before updating the beliefs regardingY , the disrecommendee (and self-recommen-
der) Z has to be rehabilitated from its downgrading of equation (2). This is done by
inverting the equation based on the present type belief regarding Y .

An inconsistency proof evinces that an entity is tampered. If such proof regarding

entity Y is available, the entity is believed to be certainly strategic, i.e., pX(N(t)
Y ) = 0.

5 Evaluation

The previous sections have shown how a distributed reputation system has to be re-
designed in order to account for hard evidence and norms. In this section, we discuss
and evaluate two issues that ensue from the redesign: (1) We analyze under which cir-
cumstances strategic entities disrecommend. The analysis shows that defective behavior
always leads to disrecommendations. (2) We determine simulatively the costs that nor-
mative entities have to bear in order to comply with the norms. By this means, we
evaluate to which degree the system’s norms are self-enforcing.

5.1 The Disrecommendation Game

The motivation of discussing disrecommendation behavior is twofold. On the one hand,
most existing approaches fail to provide a means for rendering the issuance of disrecom-
mendations individually rational. We show that our system provides for such a means
and, thus, guarantees that defective behavior of strategic entities is widely perceived as
such. On the other hand, the analysis clarifies the relationship between the two novel
concepts of our approach, i.e., the belief model and the recommendation model.

The analysis of disrecommendation behavior is based on the following situation. Let
us assume that, during a transaction between entity Y and Z, a transaction peer defected
by failing to execute its action. In such a case, both entities possess a contract but lack
a receipt of the transaction and, thus, are able to mutually disrecommend. However, a
strategic Y or Z only chooses to disrecommend if it is in its interests to do so. In the
following, we provide a game-theoretic analysis of this situation.

According to Section 2.2 and 4.2, Y is only able to disrecommend Z to a third party
X if X requested from Y such a disrecommendation. Upon receival of this disrecom-

mendation, X revises its type belief pX(N(t)
Z ) regarding Z. More specifically, the belief
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Fig. 2. (a) Impact of disrecommending first and (b) the Disrecommendation Game

regarding Z’s normativeness is degraded since it could be the originator of the defec-
tion. As a result of the degradation, X becomes less willing to transact with Z. Hence,
the fact of being disrecommended incurs some costs cd for Z. On the other hand, Y
has to bear the costs ci of issuing the non-repudiable disrecommendation and hand-
ing it over to X . Consequently, the disrecommendation appears to be detrimental for
both the Y and Z. However, the prescription of belief revision provides a counterweight
for the costs of disrecommending. If Y knew that Z subsequently disrecommends it to
X , it could preemptively decrease X’s type belief regarding Z by disrecommending Z
first. By this means, the impact of Z’s disrecommendation is decreased. Figure 2(a) il-
lustrates5 these considerations. It interrelates X’s prior type belief regarding Y (x-axis)
with the relative degradation of the type belief after having considered Z’s disrecom-
mendation (y-axis). The impact of Z’s disrecommendation is considerably lower if Y
disrecommends Z first. We conclude that being the first to disrecommend provides for a
comparative benefit b f . For virtually every application area of our system model (e.g.,
P2P systems), the synergies of inter-entity transactions outweigh by far the overhead of
issuing a non-repudiable token. Therefore, we presume that the comparative benefit b f

of disrecommending first largely exceeds the costs ci of issuing a disrecommendation.
We summarize these considerations in the disrecommendation game. Its normal form

is shown in Figure 2(b). If both Y and Z choose to disrecommend (DR), they are equally
likely to disrecommend first. Therefore, their expected comparative benefit of disrec-

ommending first is
b f
2 . If this benefit is higher than the disrecommendation costs ci, we

obtain a coordination game. This means that Y would decide to do as Z if it knew how
Z decides and vice versa. More technically speaking [20], there are two stable equilib-
ria in pure strategies, i.e., (DR,DR) and (¬DR,¬DR). Furthermore, the equilibrium in
mixed strategies consists of Y and Z disrecommending with the probability 2ci

b f
. This

equilibrium is unstable since, whenever Y deviates from this equilibrium strategy by in-
creasing (decreasing) the probability of disrecommending, Z decides to always (never)
disrecommend.

The derivation of equilibrium strategies is based on the assumption that Y and Z
behave rationally. This is the case if both Y and Z are strategic entities. However, ac-
cording to the prescription of Section 2.2, normative entities always disrecommend.
This raises the question how a strategic Y would decide depending on its type belief

5 The illustration is based on p(n)(γ) = 30%, p(u)(γ) = 5% and the prior belief pX (N(t)
Z ) = 50%.
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pY (N(t)
Z ) regarding Z. The probability pY (N(t)

Z ) provides a lower bound of the proba-

bility that Z decides to disrecommend. Hence, we derive pY (N(t)
Z ) > 2ci

b f
as a sufficient

condition that a strategic Y always disrecommends. Due to b f � ci, this condition is
fulfilled for virtually every belief of Y . Consequently, strategic entities decide to disrec-
ommend under most circumstances.

The desirable outcome of above analysis is based on the two key concepts of our ap-
proach. On the one hand, the recommendation model ensures that disrecommendations
are only possible for transactions in which a defection actually occurred. By this means,
the disrecommendation game is only played by a pair of entities that had a conflict dur-
ing their transaction. On the other hand, the belief model is exploited twice. First, the
prescription of belief revision yields the comparative benefit of disrecommending first
and minimal disrecommendation costs. Second, the solution of the disrecommendation
game is based on the presence of normative entities that are pre-committed to norm
abidance.

5.2 Simulative Quantification of the Compliance Costs

According to Section 2.3, an entity decides to remain normative as long as the costs
of complying with the norms do not exceed the costs of tampering the original system
software. In the following, we simulatively quantify the compliance costs in order to
assess under which circumstances normativeness is a rational choice.

We have implemented our approach in DIANEmu [21]. The most important aspects
of the simulation setting are as follows6: (1) Benchmark: The system consists of 100
entities. The number of normative entities varies between 20% and 95%. No a priori
knowledge exists among the entities. Each entity obtains between 5 and 25 opportu-
nities to choose its transaction partner among 2 entities. The transaction value is dis-
tributed uniformly in [0.5,1.5]. The probability of unintended defection by any peer is
5%. (2) Configuration of normative entities: The estimation of the conditional proba-

bilities are set by κ = 0.5 and p(u)
X (γ) = 0.05. (3) Configuration of strategic entities: A

strategic entity defects if its transaction partner executes its action first. In such cases,
the defected transaction partner is disrecommended whenever possible. (4) Metric: The
compliance costs are defined as the difference between the average utility of strategic
and normative entities.

Figure 3 shows the simulation results. It appears that the compliance costs tend to
decrease for an increasing number of transactions or an increasing ratio of normative
entities. We interpret the results by making three quantitative conclusions: (1) Irrespec-
tive of the setting, the compliance costs never exceed 6, which is the equivalent value
of defecting in 6 transactions. Therefore, a human principal runs the original version of
the system software if his tampering costs outweigh the benefits of defecting 6 times.
(2) Irrespective of the number of transactions, the compliance costs become negative
for a sufficient high ratio of normative entities. In such cases, an average normative
entity outperforms an average strategic entity. Since tampering costs are non-negative,

6 Due to space limitations, we describe the setting in detail in a technical appendix. It is available
at http://www.ipd.uka.de/∼obreiter/iTrust05techApp.pdf
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the system becomes completely normative if the ratio of normative entities exceeds a
certain threshold (between 35% and 60% depending on the number of transactions). (3)
Based on the first two points, we are able to interpret the overall system’s dynamics: A
fully normative system is in an equilibrium state. The equilibrium is very stable since
norms are self-enforcing unless 40% of the entities (or even 80% for tampering costs
beyond 6) are irrationally tampered.

6 Conclusion

Distributed reputation systems provide a means for restricting misbehavior in self-
organizing systems of autonomous entities. Previous work has suggested the inclusion
of hard evidence and norms into distributed reputation systems. In this paper, we have
justified why system design should make use of norms. The presence of norms has led
us to the distinction of normative and strategic entities. We have shown that existing
distributed reputation systems cannot make use of the additional information provided
by hard evidence and norms. We have made up for these deficiencies by redesigning
distributed reputation systems. For the integration of hard evidence, we have suggested
a novel recommendation model that is built on three types of recommendations. Fur-
thermore, we have provided a multi-layered belief model that incorporates type beliefs.
By this means, we are able to capture different types of informational input. We have
considered in detail the mapping of type beliefs to behavioral beliefs and the revision
of type beliefs based on behavioral information. The analysis of the disrecommenda-
tion game has shown that all entities issue disrecommendations regarding transactional
behavior whenever they are able to do so. Finally, we have demonstrated simulatively
that cooperative behavior is self-enforcing if the ratio of normative entities is at least
moderate.

In the future, we aim at integrating a means of bailing for another entity’s norma-
tiveness [7]. In this context, we will investigate how the availability of hard evidence
regarding such bails influences belief formation and self-recommendations. Further-
more, we plan to compare simulatively the properties of our system with other existing
distributed reputation systems.
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Abstract. Since there is no method to verify the trustworthiness of
shared files in P2P file sharing systems, malicious peers can spread un-
trustworthy files to the system. In order to prevent untrustworthy files
from spreading, we propose an effective trust management scheme using
peer reputation and file reputation together in a DHT-based structured
P2P systems. Simulation results show that the proposed scheme effec-
tively restrains the spreading of untrustworthy files even in cases where
malicious peers change their identities. Simulation results show that the
overall message cost for managing trust data is relatively low. We also
propose a replication scheme so as to avoid the loss or corruption of trust
data.

1 Introduction

In P2P systems, since no peer has the power or responsibility to monitor and
restrain the others’ behavior, there is no method to verify the trustworthiness
of shared files. Therefore, malicious peers can spread untrustworthy files such
as fake files that cheat their contents and corrupted files that infect systems or
leave back doors in systems with viruses like the VBS.Gnutella [4] in Gnutella
and W32.Supova.Worm [5] in Kazaa. In order to prevent these files from spread-
ing without the help of any powerful central authorities, it is necessary that
peers themselves judge the reliability of other peers based on their experience
and share the judgments with all other participants. One way to help the peers
share their experience is through the use of a reputation system. Generally, a rep-
utation system receives, aggregates, and provides feedbacks about participants’
past behavior. The feedbacks help participants decide whom to trust, encourage
trustworthy behavior and deter dishonest people from participation [12]. One
successful example of a reputation system is eBay [1]. In eBay, since individu-
als as well as companies can sell products, there exist many unknown entities.
People who purchased products before can leave feedback about the seller so
that others can refer to their opinion. A P2P reputation system is similar to
the eBay reference system, but there are some design considerations that are
different from general reputation systems [10].

Change of Identity. In the real world, changing someone’s identity is very
complicated since the identity is strongly connected with the owner. In P2P
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systems, however, the identifier of a peer has no relation with its owner and there
is no restriction to change. For this reason a participant with a low reputation
can change its identifier and rejoin the system as a newcomer. If the reputation
information is only recorded based on an easily changeable identifier, it is hard
to prevent malicious peers from feigning innocence. In this paper we use the
reputation information of files which is more difficult to change than that of
peers. By using file reputation information, we can preclude a malicious peer from
spreading an identical untrustworthy file again just by changing its identifier and
rejoining the system.

Storage of the reputation information. An important consideration for a
P2P reputation management system is where to store the reputation information.
There are two choices, local storage or global storage. The reputation system
using local storage works as follows. Peer A can store its experience against peer
B only in its local storage, and when others ask ”What do you know about peer
B?”, it answers them based on his stored information. It is a very simple and
traditional way for people to learn the reputation of others. But, if you want to
know someone more objectively, you must ask as many people as possible. This
is also applied in the case of using local storage. If a peer wants more objective
reputation about another peer, it must ask many peers. This will generate a
lot of messages in P2P systems. Whenever reputation information is required an
aggregating process must be performed, which produces the overhead of handling
many messages. Also, if a peer is not on-line when the reputation information is
needed, the information of the peer is not reflected. Thus in this paper we propose
to use global storage where others can easily access reputation information and
it is still available when an evaluator is not on-line. To manage distributed data
more efficiently, we use DHT-based structured P2P networks.

Integrity of the reputation information. The integrity of reputation infor-
mation will be the most important characteristic that is directly connected with
the reliability of the system. A reputation system based on P2P has to guarantee
two kinds of integrity. First, the evaluation itself should be reliable. The reputa-
tion system should prevent malicious peers from polluting it by giving a positive
evaluation to an untrustworthy file or a negative evaluation to a trustworthy file.
To prevent this, we confirm whether the evaluator is trustworthy or not before
applying the evaluation. Secondly, when the reputation data is stored and re-
trieved, it should not be altered. The system should keep malicious peers from
modifying the reputation information to raise their own reputation or just to
subvert the system. Whether a peer stores its own reputation or others, it must
give unchanged information to the requester who wants to use it. If some part
of the system is forged, it must not affect normal system behavior. To prevent
this kind of malicious behavior, we propose a replication scheme.

In this paper, we propose a trust management scheme in DHT-based struc-
tured P2P systems. We use the term reputation to mean the trustworthiness of
peers and files. The proposed trust management scheme has three characteristics.
First, it uses file reputation information as well as peer reputation information.
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Second, the system uses a global storage for reputation information. Third, the
system uses a replication of reputation information for integrity and availability.
Although there are many application areas for P2P such as instant messaging
and distributed computing, we just consider file sharing applications which are
the most popular.

This paper is organized as follows: We describe the proposed system model
in Section 2 and the reputation management protocol in Section 3. We explain
a replication scheme for the integrity of the reputation information in Section 4.
Then, we show the simulation results in Section 5. Related works and their
differences with our work are discussed in Section 6. Finally, we summarize this
paper and give concluding remark in Section 7.

2 System Model

In this section, we describe the overall system model and assumptions of our
proposed trust management scheme.

2.1 Storing Reputation Information

As we mentioned earlier, we use global storage to store the reputation informa-
tion. The global storage is virtual and is actually partitioned into several small
parts stored in all peers. That is, every peer equally manages some parts of the
whole reputation information.

The peer that is responsible for specific reputation information is determined
with a hash function with O(1) time. The location of the responsible peer is
found using a Distributed Hash Table (DHT) within O(logN) time in the case
of Chord [14]. We will explain the proposed system based on Chord [14], which
is a very widely cited DHT-based structured P2P networks. Although we use
Chord as the base architecture, the proposed reputation scheme can be applied
to other DHT-based structured P2P networks.

2.2 Identifiers

Every peer that takes part in the system has a unique identifier IDpeer which
is the hash value of the peer’s IP address or the digest of a public key. In our
scheme, each shared file also has two identifiers, a key identifier IDkey and a
content identifier IDcontent. IDkey is generated by hashing the file name and used
as a keyword argument name in searching. And additional identifier, IDcontent

is generated by hashing its contents and used to identify files with the same
content. Since several versions of files exist with the same keyword, IDcontent is
used to treat these versions differently. In Chord, IDpeer is used to determine
the position of a peer on the identifier circle and the file indexes that it should
take care of. For the reputation management, IDpeer is used to determine the
file reputation manager and double hash value of IDpeer , Hash (IDpeer), is used
to determine the proper peer reputation manager. Like other DHT-based P2P
system, IDkey should be one in the same name space with IDpeer .
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2.3 Roles of Peer

In our scheme, every peer has the following five roles: File Provider, File Con-
sumer, File Index Manager, File Reputation Manager, Peer Reputation Man-
ager. Every participant in P2P file sharing system is basically a file provider
and a file consumer. Since we assume the use of DHT-based structured P2P
networks, every peer is responsible for some part of the file index information.
We call this role a file index manager.

The remaining two roles, a file reputation manager and a peer reputation
manager, are related to the reputation management. As a file reputation man-
ager and a peer reputation manager, every peer takes care of the reputation
informations of files and peers, respectively. In our scheme, the peer that has the
role of a file index manager for a given file also takes the role of a file reputation
manager. Since two roles are performed by the same peer for a given file, the file
index information and the file reputation information can be obtained by one
search query. This reduces the number of messages needed to get the reputation
of the files. A peer reputation manager manages the reputation information of
other peers whose Hash(IDpeer) matches with its identifier.

2.4 Repositories

Each peer has two separate repositories for reputation management. One is the
file repository to manage the reputation of files and the other is the peer reposi-
tory to store the reputation of peers. The file repository is organized as a table
with attributes (IDkey, IDcontent, file reputation (positive, negative), file owners,
description). The repository stores the information of files including reputation
information and the owners using two keys, IDkey and IDcontent. The files with
same IDkey and same IDcontent share the same row in the table. The file repu-
tation consists of two values: positive reputation which represents the number
of evaluations stating the file is trustworthy and negative reputation which rep-
resents the number of evaluations stating the file is not trustworthy. By making
the same files share the same reputation we can rapidly recognize widely spread
identical untrustworthy files and get the reputation information of the files re-
gardless of its owner. Assume that a malicious peer has got a low reputation
because of spreading an untrustworthy file X. Although a malicious peer can
change its IDpeer to hide its low reputation and try to spread the identical un-
trustworthy file X again, the system can prevent the file from spreading since it
already knows that the file is not trustworthy. It also benefits in the case that a
newcomer shares a file O which has already received a high reputation. Since the
file O is already known trustworthy, we do not need to consider that the provider
is trustworthy or not. The table also maintains the list of owners, list of IDpeers
that have the file, and optional file descriptions including file name and file size.
As the index information and the reputation information exist in the same table,
we can obtain the two information together with one search query. Since the file
repository is modified from the DHT’s file index table by adding a reputation
column, our scheme can be applied to other DHTs without a great difficulty.



34 S.Y. Lee et al.

Table 1. File Repository

IDkey IDcontent File Reputation (+,-) List of file owners Description
K8 F1 (30,2) N5,N40 ”Music3”
K10 F4 (45,0) N20,N3 ”Music1”
K10 F10 (10,50) N19,N41 ”Music1”

Table 1 shows an example of file repository of a peer whose IDpeer is N10. Differ-
ent from the original DHT-based system, however, we can see that files F4 and
F10 which have same IDkey , K10, occupy different rows. The file whose IDcontent

is F4 that is provided by N20 and N3 has a positive reputation 45 and nega-
tive reputation 0. By its reputation, this file is very trustworthy. But, file F10
that has the same IDkey but different IDcontent has positive reputation 10 and
negative reputation 50, and so it is not trustworthy. The peer repository is also
organized as a table with attributes ((Hash (IDpeer), positive reputation, nega-
tive reputation). It stores the reputation of a peer whose Hash(IDpeer) matches
with its IDpeer . In our scheme, the reputation of a peer is the summation of
the reputation of files that it has provided. Like the file reputation, it consists
of positive reputation and negative reputation. The positive value means how
many times trustworthy files the peer has provided and negative value means
how many times untrustworthy files it has provided. To prevent repositories from
being large, each manager deletes the rows that are not referenced or updated
in a pre-determined interval (e.g., 1 month).

3 The Reputation Management Protocol

We explain how our proposed scheme works based on the steps of file sharing
system. These steps consists of the following phases: Join and Publish, Query
and Response, Download and Evaluation, Update Repositories.

3.1 Join and Publish

In this phase, a peer joins the system and publishes its files to the system. When
a peer joins the system, peer identifier IDpeer is assigned and each shared file
gets two identifiers such as IDkey and IDcontent. A peer publishes its file by send-
ing publish messages to the file reputation manager: Publish (IDkey, IDcontent,
IDpeer, description). The file reputation manager received the publish message
updates its file repository. If the repository does not contain the information
of published file, the manager adds a new row to its repository and assigns the
initial reputation values, positive value 0 and negative value 0. If the information
already exists in the repository, the manager just adds the IDpeer value to the
list of owner.

As shown in Figure 1, peers N10 and N20 both publish a file whose name is same
as ”Music1” but whose contents are different. Since the two files have the same
name they are assigned the same IDkey and published to the same file reputation
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manager N3. The manager N3 updates its repository using the received message.
The file of N10 is a newly appeared one because no entry matches its two identifiers,
K3 and F10. Thus, N3 adds a new row with reputation value (0,0) and file owner
N10. Whereas, the file of N20 with K3 and F6 already exists in the repository. Its
reputation is positive 30, negative 2 and the other peer N7 also has the identical
file. In this case, N3 just adds N20 to the list of owner.

3.2 Query and Response

In this phase, a peer sends a search query to find a desired file and receives a
filtered response from the manager. The peer searches the file by sending a query
message to the appropriate file reputation manager: Query (IDkey). The file
reputation manager that received the query message makes a response through
the following procedure. The manager retrieves candidates that have the same
IDkey from its repository. The candidates are classified into 3 levels by their file
reputation: trustworthy, unknown, untrustworthy. The reputation level of each
file is decided by the following two conditions.

|Positive|+ |Negative| >= T (1)

Positive

|Positive| + |Negative| >= P (2)

The two parameters, T and P, are system-wide parameters. The parameter T
is a data confidence threshold, which represents the minimum number of evalu-
ations required and P is a trust threshold, which represents the ratio of positive
evaluations. The files that do not satisfy Condition (1) are classified as unknown.
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Namely, the number of evaluations are not enough to decide whether the file is
trustworthy or not. The files which satisfy Conditions (1) and (2) are classified
as trustworthy. These files have been evaluated enough times and are perceived
as trustworthy. Whereas, the files which satisfy Condition (1) but do not satisfy
Condition (2) are classified as untrustworthy. The file reputation manager only
includes trustworthy and unknown files in the response and hides the existence
of the untrustworthy files from the user. The file reputation manager sends the
response message to the requester:Response (list of {IDkey, IDcontent, list of file
owners, level, description}).

In Figure 1, if N3 has received a query to search K3, it can find that there are
three different version of files whose IDcontent are F6, F7 and F10 with same key
identifier K3. When we assume P is 0.8 and T is 10, among them the manager only
includes file F10 (classified as unknown) and file F6 (classified as trustworthy).

3.3 Download and Evaluation

In this phase, a peer selects, downloads, uses a file and evaluates the trust-
worthiness of the provider and the file. The peer received the Response selects
one among the files in the Response. When the peer selects a file whose level
is trustworthy, it randomly selects one of its providers. When it chooses a file
whose level is unknown, it estimates the file reputation by referencing its owner’s
reputation. To keep malicious peers from modifying untrustworthy files and re-
publishing them as new, the peer queries the reputation of the owners. If the file
is provided by several owners, the peer can take an average value, a maximum
value or a minimum value of several file owner’s reputation as the file reputation.
If the reputation of the file owner is low, the file is excluded from the selection.

After downloading and using the selected file the peer evaluates its trustwor-
thiness as positive or negative and sends the evaluation to the file reputation
manager. The evaluated value is also sent to the peer reputation manager of the
provider. If the file gets positive reputation, the peer provided the file also gets
the same value.

3.4 Update Repository

In this phase, the evaluations of previous phase are applied in the system. The
file reputation manager and the peer reputation manager received the evaluation
data update their file and peer repositories, respectively. Malicious evaluators,
however, can forge the reputation value by giving positive evaluation to an un-
trustworthy file or giving a negative evaluation to a trustworthy file. To prevent
this, every reputation manager confirms whether the evaluator is trustworthy or
not before updating the value.

When a reputation manager receives an evaluation data from evaluator, it
hashes the evaluator’s IDpeer and queries the peer reputation manager of the
evaluator by sending QueryPeer message: QueryPeer (Hash(IDpeer)). The peer
reputation manager received the QueryPeer message searches its peer reposi-
tory, calculates the level of peer reputation like file reputation and sends the
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ResponsePeer (Hash(IDpeer), level) to the requester. The opinion of the evalua-
tor is treated differently depending on the evaluator’s reputation. If the level of
evaluator’s reputation is trustworthy, the manager updates the reputation value
of the corresponding file and peer. And if the level is untrustworthy, the value is
not reflected in the repository. If the level is unknown, only a partial value, e.g.
a half of its trustworthiness is reflected. Through reflecting the opinion of the
unknown peer relatively less than that of the trustworthy peer, we can reduce
the probability of polluting the repositories.

4 Replication

The proposed scheme prevents malicious peers from fabricating their own reputa-
tion by choosing reputation manager other than themselves. But, the possibility
of forging the reputation of others in order to subvert the system still exists.
As we mentioned earlier, this is an important problem that harms the integrity
and usefulness of the reputation system. In addition, since joining and leaving
of peers occur frequently in P2P systems, it is possible that peers could leave
the system without handing over their repositories to other proper peers. If a
peer leaves the system silently, the information that it has managed is lost. To
prevent these two problems – information loss caused by a silently disappearing
peer and information pollution caused by a malicious peer, we replicate the repu-
tation information to multiple peers. There are some works reported previously
on replication schemes [11, 9, 15]. The difference among them is how to select
multiple replication peers. Ratnasamy et al. [11] used k different hash functions
to select peers and other works [9, 15] used neighbors of the responsible peer in
the identifier space. Unlike the previous works, we use replicated data for load
balancing as well as backup. If identical data exists in multiple positions of the
identifier space, it is more efficient to use the nearest one. We explain the repli-
cation scheme based on Chord. As shown in Figure 2, two replication sets exist.
Each set consists of a replication root, which is shown as a black oval, and its
k successors in the identifier space. k is a tolerance parameter and at least k/2
peers must work correctly.

The first replication root is the original responsible peer that is determined
by the hash function. Assume that the system has m-bit identifier space. The
second replication root is determined by adding 2m−1 to the binary value of first
replication root’s identifier. Since Chord is based on ring topology, the second
replication root becomes the symmetric position of the first. A peer that wants
to retrieve data computes the identifiers of two replication roots and chooses
the nearest one. If the first replication root is near the requesting peer, it sends
queries to the first replication root and its k neighbors independently and re-
ceives k responses. Among k responses, the peer takes the majority value as
the result. Updating data is similar to the retrieve case. So a peer sends up-
date messages independently to k peers. Since peers send messages to one of
the nearest replication sets, two replication sets must synchronize themselves.
Whenever peers receive an update message, they send it to the k other replicated
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peers independently. Since we assume more than k/2 peers work properly, the
other replicated peers receive more than k/2 update messages. If peers receive
more than k/2 identical update messages from the other set, they update their
repositories.

By using peers in the symmetric position as the replication set, we can divide
the Chord-ring into two. Therefore, it reduces the distance over which the mes-
sages are delivered by half. In Chord, the symmetric position is the last entry
of the finger table (routing table) [14]. Since each peer periodically exchanges
message with the entries of the routing table to maintain correct routing infor-
mation, the synchronization process does not create much load.

5 Performance Evaluation

We have performed two experiments to show that our proposed scheme effec-
tively reduces the untrustworthy downloading rate with low message overhead.
The first experiment evaluates the effect of the reputation system in trust man-
agement and the overall message overhead caused by managing the additional
reputation data. In first experiment, we have assumed that malicious peers con-
tinuously conduct bad behavior without changing their identifier. But in the
second experiment, malicious peers change their identities periodically to hide
their malicious behavior. The second one shows the effect of using peer and file
reputation together compared to only using peer reputation.

5.1 Simulation Environments

For the simulation, we have implemented three types of P2P file sharing system
on Chord : Normal-System, PeerRep-System, PFRep-System.
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– Normal-System means a normal DHT-based P2P file sharing system which
does not use any reputation scheme. In this system, a peer sends a query
using the Chord algorithm and receives the list of providers for the requested
file. Then, the provider is chosen randomly.

– PeerRep-System means a DHT-based p2p system which adopts only the peer
reputation scheme. Only the reputation informations of peers are managed
by other peers. A peer sends a query using the Chord algorithm like Normal-
System and also receives the list of providers of the requested file. But, in
this system, a peer selects a file and a provider by the reputation of the
provider. If the reputation of provider is high, its file is selected.

– PFRep-System means a DHT-based p2p system which uses our proposed
reputation scheme. The reputation informations of peers and files are man-
aged by peer reputation manager and file reputation manager, respectively.
A peer also sends a query like others and receives file reputation information
and file index information together. Using file reputation information, peers
select a trustworthy file. If file reputation information is insufficient, they
reference the peer reputation information.

The experiments are performed under a static P2P network with 1,000 peers.
The percentile of malicious peers and files are from 5% to 20%. Initially, every
peer has 5 different kinds of files. Each peer shares the downloaded file again
when the file and the peer are both untrustworthy or both trustworthy. We have
presumed that malicious peers only have untrustworthy files and give a negative
reputation to the trustworthy file to subvert the system and trustworthy peers
only have the trustworthy files and act correctly. We used the rate of downloading
untrustworthy files among total downloading as a metric.

5.2 Simulation Results

Based on the above environment, we have performed two experiments and com-
pared three systems. In the first experiment, we measured the rate of untrust-
worthy file downloads and the message overhead in case that malicious peers do
not change their identities. Figure 3 and Figure 4 show the results of the first
experiment.

Figure 3 shows the rate of untrustworthy downloads when the rate of malicious
peers is 10%. The x-axis represents the total number of downloads performed by
peers and the y-axis represents the rate of malicious downloads among the total
downloads. We can see that the rate of untrustworthy downloads decreases grad-
ually as the total number of downloads increases. Although all peers and files
are started with unknown reputation state, the system learns the reputation of
peers and files as the number of downloads increases. The result shows that two
systems adopted reputation scheme, PFRep-System and PeerRep-System, effec-
tively restrain the untrustworthy downloads and the PFRep-System is slightly
better than the PeerRep-System. Whereas, the Normal-System continuously suf-
fered from untrustworthy downloads.

Figure 4 shows the number of generated messages in the first experiment.
The number of messages which is generated in the same interval is represented
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Fig. 4. Number of generated messages

in log scale. Only the messages used in searching file and managing reputa-
tion informations are reflected. PFRep-System initially generates many messages
like PeerRep-System since the file reputation data is not enough to decide the
trustworthiness of file. However, after the system gathers enough reputations
PFRep-System does not create many messages since the reputation information
is carried with a search query. Additional generated messages are used to update
the reputation data and query peer reputation for unknown files.

The second experiment is similar to the previous one except that malicious
peers change their identifiers periodically. After every 2,000 downloads are per-
formed, all malicious peers change their identity and pretend to be new-comers.
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Fig. 5. Rate of untrustworthy downloads when allowing malicious peers to change their
identity at every 2,000 downloads

Figure 5 shows the result of the second simulation. We can see that the rate of
untrustworthy downloads are only decreased in PFRep-System. In the PeerRep-
System, since the reputation information is only referenced by the IDpeer , chang-
ing identities by malicious peers makes the reputation system useless. But, since
PFRep-System still keeps the reputation information based on the files, chang-
ing identities does not influence the system. That is, the proposed scheme works
better in preventing untrustworthy files from spreading than existing systems
even in cases where malicious peers change their identities.

6 Related Works

There have been several studies addressing managing reputation on P2P net-
works. These studies can be classified into unstructured or structured according
to the base architecture of P2P networks.

Because many famous P2P file sharing applications [3, 2] are implemented on
unstructured P2P networks for practical reason, most previous works [7, 8, 13]
about reputation management systems are based on unstructured P2P networks.
Among them, Xrep [7] is similar to ours in terms of using combined reputations
of peers and resources to recognize untrustworthy resources regardless of its
provider. But, it has several weak points. First, it creates too many messages
and is not scalable since it gathers opinions about resources and peers using a
distributed polling algorithm. Second, it does not use the reputation information
effectively since it does not use the reputation information on selection but only
use it for verifying the selection. Third, it lacks a reliable method to verify the
trustworthiness of voters.
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Recently, several reputation systems in structured P2P networks have been
proposed. EigenTrust [8] and PeerTrust [16] are reputation management systems
in structured P2P networks such as CAN [11] and P-Grid [6], respectively. In
EigenTrust, each peer has multiple score (reputation) managers that are deter-
mined effectively by using CAN characteristics. However, since a peer’s trust
value is computed using the trust value of the neighbors of the requester, the
computed trust value is different according to the requester. To get a unique
global value from any starting position in the system it must contact lots of
neighbors. Also, the normalizing technique used in EigenTrust makes it impos-
sible to distinguish between malicious peers and newly joined peers. But, the
notion of transitive trust and giving weights to trust peers according to its own
experience raises the integrity of the reputation system. PeerTrust also stores
the trust data in a distributed way using DHT and uses the trust manager that
is responsible for feedback submission and trust evaluation. But PeerTrust just
suggests an independent reputation system using DHT, we present more adapt-
able system by adding some columns to existing DHT structure. Since both of
them consider only the peer reputation, they can not prevent malicious peers
from changing their identities.

Our work differs from others in two aspects. First, we present detailed data
structures and algorithms to manage reputation information in DHT-based struc-
tured P2P networks. Our proposed scheme can be easily implemented to use in-
dex tables and routing protocols of DHTs. Second, we use file reputation and peer
reputation together unlike EigenTrust [8] and PeerTrust [16]. Therefore, we can
prevent untrustworthy files from spreading even in the case where malicious peers
change their identities.

7 Conclusion

We have presented an effective trust management scheme using file reputation
and peer reputation together in DHT-based structured P2P networks. The pro-
posed scheme can prevent untrustworthy files from spreading by checking file
reputation in addition to peer reputation. The proposed scheme could also pre-
vent them in cases where malicious peers change their identities. The scheme
used DHTs in order to store and retrieve reputation information in a scalable
and distributed way. Also, the scheme used replication of reputation informa-
tion for integrity and availability. Using simulation, we showed that the proposed
scheme works better in preventing untrustworthy files from spreading than ex-
isting systems even in cases where malicious peers change their identities.
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Abstract. Peer-to-peer complementary currencies can be powerful tools
for promoting exchanges and building sustainable relationships among
selfish peers on the Internet.

i-WAT[1] is a proposed such currency based on the WAT System, a
polycentric complementary currency using WAT tickets as its media of
exchange. Participants spontaneously issue and circulate the tickets as
needed, whose values are backed up by chains of trust. i-WAT implements
the tickets electronically by exchanging messages signed in OpenPGP.

This paper claims that the design of i-WAT is incentive-compatible
as to protection against moral hazards, or threats caused by selfish peers
because they may take advantage of the rules; such hazards are defused
in i-WAT if the participants react against misbehaviors of others by
pursuing their own benefits.

A reference implementation of i-WAT has been developed in the form
of an XMPP instant messaging client. We have been putting the currency
system into practical use since June 2004.

1 Introduction

Exchanging is a necessary building block of peer-to-peer (P2P) systems, which
can potentially harness the under-utilized power of the network of computers
connected one another via the Internet. Since the resources are distributed over
autonomous entities, such exchanging needs to be performed in an incentive-
compatible[2] way: the coordination must be accomplished by collection of selfish
behaviors. A medium of exchange which represents a guaranteed value should
take an important role in the design of P2P systems.

Money is a well-known medium of exchange, but its scarcity has caused a
lot of problems. Complementary currencies, or alternative forms of monetary
media, have been proposed and tested in real life to achieve an autonomous,
sustainable local economy even in short of money. There have been successful
cases, such as experiments in Wörgl in 1932 (stamp money[3]), in Comox Valley
in 1983 (LETS[4]) and in Ithaca since 1991 (Ithaca HOURs[5]).
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Those complementary currencies are used to support values which are not
readily circulated in today’s economy, such as volunteer works or skills that
are not regularly utilized. Translating them onto the Internet would benefit the
design of P2P systems, which are also intended to make use of under-utilized
resources. But then, those currencies also need to be peer-to-peer.

We proposed i-WAT[1] in year 2003 as such a currency usable on the Inter-
net, based on the WAT System[6]. The WAT System is a system of polycentric
complementary currencies using WAT tickets as its media of exchange. A WAT
ticket is like a bill of exchange, but without a specified redemption date or place.
i-WAT implements the tickets electronically by exchanging messages signed in
OpenPGP. It has been put into practical use since June 2004.

This paper begins by describing the core design and the trust/incentive mod-
els of i-WAT. It then shows, by a game-theoretical analysis, that the design of
i-WAT is incentive-compatible as to protection against moral hazards: taking
advantage of the rules will result in the subject’s confrontation to an uncontrol-
lable risk. Since i-WAT has no fixed authority, such risks are imposed by rational
behaviors of other participants. The hazards in concern will include impostors,
unintentional breach of trust and collusions.

2 WAT/i-WAT Currency System

2.1 The WAT System

Overview. The WAT System[6] is a complementary currency designed by Eiichi
Morino, a coauthor of this paper. It has been used broadly, especially in Japan,
since its introduction in August 2000.

A WAT ticket, a physical sheet of paper resembling a bill of exchange, is used
as the medium of exchange in the system. A lifecycle of a WAT ticket involves
three stages of trading as illustrated in Fig. 1:

1. Issuing – the birth of a WAT ticket
A drawer issues a WAT ticket by writing on an empty form the name of the
provider (lender) of the goods or service, the amount of debt1, the present
date, and the drawer’s signature. The drawer gives the ticket to the lender,
and in return obtains some goods or service.

2. Circulation – ordinary exchange
The person to whom the WAT ticket was given can become a user, and use
it for another trading. To do so, the user writes the name of the recipient, as
well as their own, on the reverse side of the ticket. The recipient will become
a new user, repeating which the WAT ticket circulates among people.

3. Redemption – the return of the WAT ticket
The WAT ticket is invalidated when it returns, as a result of a trade, to the
drawer.

1 Typically in the unit kWh, which represents cost of producing electricity from natural
energy sources.
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Fig. 1. Three stages of trading with a WAT ticket

Distinctive Features of the WAT System

Autonomy. Anyone can spontaneously become a member of the WAT System
with a sheet of paper if they follow the above protocol.

Compatibility. A WAT ticket is compatible with any other WAT tickets in the
world, so that the currency system is operable globally, as long as the drawer
can be credited.

Extensibility. The protocol illustrated in Fig. 1 defines the WAT Core, the
essence of the WAT System. An extended part can be defined for a new cur-
rency based on the WAT System, stating, for example, the region, group and
duration in which the tickets are usable, as well as the unit in which the debt is
quantified.

Security. In case the drawer fails to meet their promise on the ticket, the lender
assumes the responsibility for the debt. If the lender fails, the next user takes
over. The responsibility follows the chain of endorsements. The longer the chain
is, the more firmly backed up the ticket is. Therefore the length of the chain of
endorsements represents the extent of trust the ticket has gained.

2.2 i-WAT: The Internet WAT System

Overview. i-WAT is a translation of the WAT Core onto the Internet. We have
made a reference implementation available, which has been used mainly by the
members of the WAT System.

In i-WAT, messages signed in OpenPGP (i-WAT messages) are used to im-
plement transfers of an electronically represented WAT ticket (i-WAT ticket).

An i-WAT ticket contains the identification number, amount of debt and pub-
lic key user IDs of the drawer, users and recipients. Endorsements are realized by
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Fig. 2. Visual representation of an i-WAT ticket

Table 1. i-WAT messages

Message Sender Receiver Function

<draw/> drawer recipient (lender) draws an i-WAT ticket.
<use/> user recipient uses an i-WAT ticket.
<accept/> recipient drawer and user confirms readiness to accept the i-WAT

ticket once it is validated.
<reject/> recipient drawer or user∗ rejects an i-WAT ticket.
<approve/> drawer user and recipient validates an i-WAT ticket, and ap-

proves the transaction.
<disapprove/> drawer user and recipient denies an i-WAT transaction.

∗ depending on whether the ticket has just been issued or in circulation, respectively.

nesting PGP signatures. In our reference implementation, the chain of signatures
is visualized as illustrated in Fig. 2, using the PGP photo IDs.

Table 1 shows the types of i-WAT messages. All i-WAT messages are signed
by the senders, and are formatted in the canonical form of XML with nested
signatures. The messages cause state transfers of a ticket as illustrated in Fig. 3.

Upon translating the WAT Core onto the digital communication domain, we
have made the following changes from the state machine of a WAT ticket:

1. Trades need to be asynchronously performed. Intermediate states, such as
waiting for acceptance or approval, are introduced.

2. Double-spending needs to be prohibited. The drawer is made responsible for
guaranteeing that the circulating ticket is not a fraud. This means that every
trade has to be approved by the drawer of the involved ticket.
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* Gray arrows represent WAT state-transfer.
* Black arrows represent i-WAT state-transfer.

Fig. 3. State machine of a WAT/i-WAT ticket

Protocol

Issuing – the birth of an i-WAT ticket

1. The drawer sends a <draw/> message which contains the public key user
IDs of the drawer and lender, identification number and amount of debt. This
message becomes the original i-WAT ticket after the protocol is completed.

2. The lender sends back the content of the message as an <accept/> message.
3. The drawer sends an <approve/> message to the lender.

Circulation – ordinary exchange

1. The user adds to the i-WAT ticket the public key user ID of the recipient,
and sends it to the recipient as a <use/> message. This message becomes a
valid i-WAT ticket after the protocol is completed.

2. The recipient forwards the content of the message to the drawer and user as
an <accept/> message.

3. The drawer verifies the ticket, and sends an <approve/> message to the user
and recipient.

Redemption – the return of the i-WAT ticket

1. The user sends a <use/> message to the recipient, who equals the drawer.
2. The drawer verifies the ticket, and invalidates it as the debt is now redeemed.

The drawer sends an <approve/> message to the user.

Generalized Ticket Value. We have recently made a generalization to the
value of an i-WAT ticket such that it is expressed as a tetrad 〈V0, Vm, Vx, f〉
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Fig. 4. i-WAT trust model

presented by the drawer, where V0 is the face value (initial value) of the ticket, Vm

is the minimum value, Vx is the maximum value, and f(t) is the differentiation
(derivative) of a function of time F (t). Vm/Vx are set to be ⊥/� respectively if
those values are not applicable.

The effective value Vt of a ticket at time t is given by the following equation:

Vt = min(max(
∫ t

0
f(t)dt + V0, Vm), Vx)

This is a generalization to allow the value of a ticket to vary over time, limited
by some minimum/maximum values. Typically, it holds that either f(t) = 0 for
all t (regular ticket), f(t) < 0 for all t (reduction ticket) or f(t) > 0 for all t
(multiplication ticket).

The incentive mechanism for reduction and multiplication tickets have been
discussed in [7] and [8], respectively.

3 Trust Model

Fig. 4 shows the trust model of i-WAT, which is a definition of mutually validating
relation v↔, where A v↔ B means that A and B validate the public keys of each
other.

To implement the model by dynamically building an appropriate web of trust,
[9] showed that it would suffice if the behaviors of participants satisfy the fol-
lowing three properties:

1. mutual signing by knowing, or any two mutual acquaintances sign the public
keys of each other,

2. mutual signing by participation, or the drawer and a user of an i-WAT ticket
sign the public keys of each other, and

3. mutual full trust by participation, or the drawer and a user of an i-WAT
ticket fully trust each other, and a recipient fully trusts the corresponding
user of a ticket, in the context of PGP public key signing.
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Software features to help automating mutual signing/full trust by participation
will be released in the near future.

4 Incentive Model

We model a series of trades with an i-WAT ticket as a sequential game with
incomplete information.

4.1 Notations and Preconditions

Participants. Users are denoted as W (for WAT friends) indexed by the order
of their appearance: drawer = W0, lender = W1, . . . , current recipient = Wn.
For the sake of argument, there assumed to be n + 1 unique participants, and
the webs of trust around them are built from scratch as transactions proceed.

Probability of Default. Probability pi devides Wi into two types: successful
(appears by probability 1 − pi) or failing (appears by probability pi) to redeem
the ticket in concern.

Timing of Usage. The time at which Wi uses the ticket is regarded i to simplify
reasoning. This means that the time is not evenly distributed in the model. Still,
for any reduction tickets, it holds that Vi < Vi−1, and for any multiplication
tickets, it holds that Vi > Vi−1, where i > 0.

Redemption takes place at time r.

Utility of Exchange. There assumed to be some utility of having an exchange
medium instead of having specific goods or unutilized services. This utility for
Wi is denoted as UXi.

UX0 is a special case, where the value is divided into utility of spending UXS
0

and utility of earning (redeeming) UXE
0 , to reflect the fact that these events are

not adjacent in the time line.

Cost of Trust. Cost to rebuild trust relationships for Wi is CTi. The cost
includes that of whitewashing, or that one disappears and assumes a new identity.
It is assumed that this cost does not vary in a large extent among participants,
and is generally worth more than a value of a ticket. These assumptions should
be justified by the fact that the i-WAT trust model requires construction of a
web of trust[9], which requires that a new participant must know someone in
person in the circle of friends around the i-WAT ticket.

Cost of Lazy Approval. Cost of lazy approval by W0 for a recipient Wi is
denoted as CLi. It is apparent that this cost exists for a reduction ticket, whose
value is reduced over time. The cost exists for other types of tickets too, because



Incentive-Compatibility in a Distributed Autonomous Currency System 51

it affects the usability of the ticket in concern; the ticket will not be usable by
Wi until W0 approves the transaction in which Wi received the ticket.

Laziness of W0 is assumed to be observable from others. This assumption is
justifiable by a software design; participants can observe how often W0 becomes
online in an i-WAT-enabled presence-sharing system.

Cost of Premature Redemption. Cost of unexpectedly early redemption
for W0 is denoted as CP0. Note that W0 is incentivized to delay redemption
even for multiplication tickets, which will often be used to control the timing of
redemption by giving users incentives to wait.

Cost of Communication. Communication cost is negligible for i-WAT, which
is the reason why the WAT System was electronized and made usable on the
Internet.

Accounting. The sum of effective values of all tickets issued by W0 in circula-
tion is denoted as

∑
V . This information is assumed to be made available to all

prospective participants. Feasibility of this is discussed in section 6.
Since the cost of trust CT0 is to be applied just once when W0 whitewashes

their identities, W0 can minimize the effectiveness of the cost by issuing as many
tickets as they can and then go on to default (see section 5.5). Therefore prospec-
tive lenders are interested in this information.

4.2 Game Trees

A game tree is a graph consisting of players’ decision points as nodes, which are
connected in the order of their occurrences. Each player has an information set,
or a set of decision points from which they can choose an action. In the end of
the graph, the gains of all players are drawn as leaves.

In the figures to follow, types of participants are not made explicit in the trees
except for those of W0, which are distinguished by probability p0.

Payoffs for Issuing. Fig. 5 shows a game tree for issuing an i-WAT ticket.
The first player is the nature who chooses between two types of W0 as the

drawer: successful or failing to redeem the ticket. These types appear by proba-
bilities of (1− p0) and p0, respectively, for reasons either situational of strategic
which are not distinguishable by other participants.

The lender W1 has an information set in which the player is uncertain about
W0’s type. Depending on the player’s belief, W1 chooses to either accept or refuse
the ticket presented by W0.

Inside parentheses are the gains of W1 and W0 in each combination of W0’s
type and W1’s action.

1. If W1 chooses to accept the ticket
– W1’s expectation is U1 − C1p0
– W0’s expectation is U0 − C′

0(1 − p0) − C0p0
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U1 : UX1 + V1 − V0 − CL1, C1 : Vr(1 − p1) + CT1p1

U0 : UXS
0 + V0, C0 :

VrCT0∑
V

, C′
0 : Vr + CP0 − UXE

0

Fig. 5. Game tree for issuing. Vr = V1 and p1 = 0 if W1 is the last user.

2. If W1 chooses to refuse the ticket
– Both W0 and W1 gain or lose nothing.

The utility UX1 depends in large part on whether the ticket will be accepted
by W2 or not. It is also an important factor for minimizing |V1 − V0| for a
reduction ticket, in which case both W0 and W1 wish Vr to be zero. In case of a
multiplication ticket, W1 will typically wait until the effective value reaches Vx,
and then use the ticket against W0 for both maximizing their gain V1 − V0 (in
case of successful W0) and minimizing their loss to V0 (in case of failing W0).

In any case, p0 is an important factor for W1 to make a decision.

Payoffs for Circulation. Fig. 6 shows a game tree for circulating an i-WAT
ticket. The tree is an extension to Fig. 5.

1. If Wn chooses to accept the ticket
– Wn’s expectation is Un − Cnp0

2. If Wn chooses to refuse the ticket
– Wn gains or loses nothing.

If n is small, Wn is interested in the trustworthiness of all participants Wi

where 0 ≤ i < n. Since
∏n−1

i=1 pi approaches zero as n increases, Wn will be
indifferent of the type of W0 if n is sufficiently large; they will tend to accept
the ticket.

This may lead to a moral hazard, but still Wn will be interested in maintaining
the trust model of i-WAT as described in the following section.
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Un - Cn

Un

Un : UXn + Vn − Vn−1 − CLn, Cn : (Vr(1 − pn) + CTnpn)
n−1∏
i=1

pi

Fig. 6. Game tree for circulation. Vr = Vn and pn = 0 if Wn is the last user.

5 Protections Against Moral Hazards

5.1 Overview

Table 2 shows the list of hazards in concern.
A case of someone receiving goods or service and escaping without providing a

ticket is not discussed because it does not involve a successful i-WAT transaction,
and there can be no proof of the incident within the context of the WAT Core
(operational solutions need to be pursued).

Double-spending is also excluded from the list because its detection can be
automated (it is in our reference implementation), and W0 has no incentive to
turn off such a software feature.

5.2 Sloppy Key Management

i-WAT uses public key cryptography as a protection against impostors. Failing
to follow the good practice is considered a moral hazard. Keeping the good
practice, on the other hand, maintains the trust model, and prevents offenders
from getting away with unpaying the cost of trust.

This section describes how failing to follow the good practice in key manage-
ment is against the subject’s own interest. Discussions at later sections assume
that the trust model is maintained.

Compromised Secret. If a secret key is compromised or lost, the key needs to
be declared invalid, and replaced with a new one. Since an i-WAT ticket records
the public key user IDs2 instead of the identifiers of the keys themselves, replacing
2 A public key user ID is a character string. Under the current operation of PGP, it

is typically an e-mail address.
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Table 2. Possible moral hazards and the imposed risks to the subjects

Name Description Risk to the Subject

Compromised secret The subject’s secret key is com-
promised or lost.

Cost of trust/Entrapment

Evidenceless signing Signs public keys without check-
ing their validity.

Impostors/Suspect for col-
lusion

Evidenceless full trust Gives full trust to someone with-
out knowing them.

Impostors/Suspect for col-
lusion

Excessive issuing Issues an excessive amount of tick-
ets.

Defaulting → cost of trust/
Premature redemptions

Lazy approval Be late in approving transactions. Premature redemptions
Defaulting Defaults upon redemption. Cost of trust
Empty promise Receives the ticket and escapes

without providing promised goods
or service

Cost of trust

the key does not affect the correctness of the data. However, this replacement
costs equivalent to CTi for Wi with the secret key in question because it involves
reconstruction of the web of trust. Besides, the compromised key may be used
for an entrapment (section 5.7).

Evidenceless Signing/Full Trust. If participants sign public keys of others
without personally validating them, or if they fully trust other participants with-
out knowing their trustworthiness, there is a risk of allowing impostors of real
or imaginary persons in the circle of friends around the i-WAT ticket.

Such impostors may perform misbehaviors like an empty promise, by which
the signer/truster may be victimized. Or worse, they may be suspected as col-
laborators of such misbehaviors.

5.3 Excessive Issuing

Excessive issuing can mean more debt than W0 can handle, so that there is a risk
of defaulting (increased p0), which discourages both W0 and W1 to give birth to
a ticket.

Furthermore, since excessive issuing is assumed to be observable from current
ticket owners, they would want W0 to redeem the tickets quickly, in order to
avoid W0’s defaulting with the tickets they have. This should be especially true
for those tickets whose chains of endorsements are still short. Which means that
excessive and intensive issuing attracts premature redemptions.

5.4 Lazy Approval

There is a risk that circulation may be stalled by negligence of W0 in their role
of approving transactions.

Let us stand upon Wn−1’s view point. If W0 is late to respond to the request for
approval, the prospective transaction is delayed, costing CLn to Wn which Wn−1
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knows that Wn can predict. Meanwhile, W0 is not affected by their own laziness
because acceptance and approval happen at the same time. When likelihood of
acceptance is in question, Wn−1’s natural choise is to ask W0 for redemption.

Therefore, being lazy is to risk premature redemptions, and W0 is incentivized
to respond quickly.

5.5 Defaulting

W0 would want to minimize C0 upon defaulting. If Vr can be reduced (as in
the case of a reduction ticket), there may be no reason to default to begin with.
Therefore, the only option for W0 is to increase

∑
V to minimize the effect of

CT0. However, the value is monitored by all prospective lenders, so that W0
cannot increase it over a reasonable amount.

5.6 Empty Promise

If there is a proof of an empty promise, W0 can disapprove further transactions
with the ticket. If the ticket has not been used further, Wn−1 can safely become
the valid owner of the ticket by a roll back.

The proof of the incident becomes a source of bad reputation for Wn, which
can only be whitewashed by paying the cost of trust.

5.7 Collusions

There may be a colluded defaulting by every Wi where 0 ≤ i < n, so that Wn

is victimized. However, the trust model implies that Wn must have needed to
know someone in person in the chain of endorsement. At least that someone can
be made to pay the cost of trust, which makes such collusion difficult.

There may be a colluded empty promise by W0 and Wn so that Wn−1 is
victimized. This means that W0 escapes too, in which case W1 can take over the
responsibility of the drawer. If it fails and the responsibility is forwarded upto
Wn−1, it is indistinguishable from the state in which every Wi where 0 ≤ i < n−1
is colluding. The rest is the same as the case of a colluded defaulting.

Another form of colluding may be to entrap Wi so that it looks as if Wi

committed a misbehavior such as an empty promise. This is only possible with
a compromised secret key or a forged key pair, because there needs to be a
verifiable signed message to prove that Wi did it. This requires a breach of the
trust model.

6 Future Work

We have been implementing i-WAT as a plug-in for a messaging client called wija,
which we are also developing. wija conforms to XMPP (Extensible Messaging
and Presence Protocol) , and is available at the following URL:

– http://www.media-art-online.org/wija/
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We intend to implement features to our software for monitoring excessive
issuing: sharing information about tickets issued by others in circulation. We
believe this can be done in a decentralized and trusted way. [10] briefly discusses
a technique for doing this, which is an application of the protocol for fair sharing
described in [11].

7 Related Work

Geek Credit[12] is an example of exchange medium usable on the Internet, which
is close to i-WAT. It defines Geek Credit policy, which is similar to the i-WAT
state machine, but the problem of double-spending is handled differently. Geek
Credit detects double-spending at redemption, so that each trading does not
need to be consulted with the drawer.

While this simplifies the protocol, the risk of attacks is higher for Geek Credit
than for i-WAT. Recovery is also more difficult because the incident is only
revealed at a later stage.

PPay[13] is another example of exchange medium which is similar to i-WAT.
PPay handles the problem of double-spending in almost the same way as i-WAT
does; it requires approval (process of reassignment) by the issuer of the coins
when they are transferred to other parties. The difference is that this authority
is duplicated in PPay. It assumes that an external banking facility exists, which
exchanges the governments’ fiat money with digital coins. Such facility may be
given authority to reassign coins.

This makes the currency more available, but it also makes the protocol more
complicated that that of i-WAT. We believe that availability of the issuers can
be increased by applying existing fault-tolerance techniques, independently from
the currency design. Since it can avoid premature redemptions and increase the
utility of their freedom of creating exchange media, some issuers may find it
beneficial to pay the cost of applying such techniques.

8 Conclusions

A medium of exchange which represents a guaranteed value should take an im-
portant role in the design of peer-to-peer systems, in which under-utilized re-
sources are shared among selfish participants.

This paper showed that the design of i-WAT is incentive-compatible as to
protection against moral hazards: taking advantage of the rules will result in the
subject’s confrontation to an uncontrollable risk, which is imposed by rational
behaviors of other participants.

References

1. Saito, K.: Peer-to-peer money: Free currency over the Internet. In: Proceedings
of the Second International Conference on Human.Society@Internet (HSI 2003),
Lecture Notes in Computer Science 2713, Springer-Verlag (2003)



Incentive-Compatibility in a Distributed Autonomous Currency System 57

2. Feigenbaum, J., Shenker, S.: Distributed algorithmic mechanism design: Recent
results and future directions. In: Proceedings of the 6th International Workshop
on Discrete Algorithms and Methods for Mobile Computing and Communication
(DIALM ’02). (2002)

3. Schwarz, F.: Das experiment von Wörgl (1951) Hypertext document. Available
electronically at http://userpage.fu-berlin.de/∼roehrigw/woergl/

4. Seron, S.: (Local Exchange Trading Systems 1 - CREATION AND GROWTH
OF LETS) Hypertext document. Available electronically at http://www.gmlets.u-
net.com/resources/sidonie/home.html.

5. Glover, P.: (Ithaca HOURs Online) Hypertext document. Available electronically
at http://www.ithacahours.com/.

6. watsystems.net: (WATSystems home page) Hypertext document. Available elec-
tronically at http://www.watsystems.net/.

7. Saito, K., Morino, E., Murai, J.: Reduction over time: Easing the burden of peer-to-
peer barter relationships to facilitate mutual help. In: Proceedings of the Second
International Workshop on Computer Supported Activity Coordination (CSAC
2005). (2005)

8. Saito, K., Morino, E., Murai, J.: Multiplication over time to facilitate peer-to-peer
barter relationships. In: Proceedings of the 2nd International Workshop on P2P
Data Management, Security and Trust (PDMST ’05). (2005)

9. Saito, K.: WOT for WAT: Spinning the web of trust for peer-to-peer barter re-
lationships. In: IEICE TRANSACTIONS on Communication, The Institute of
Electronics, Information and Communication Engineers (2005)

10. Saito, K.: Maintaining trust in peer-to-peer barter relationships. In: Proceedings
of 2004 Symposium on Applications and the Internet (SAINT 2004 Workshops),
IEEE Computer Society Press (2004)

11. Ngan, T.W.J., Wallach, D.S., Druschel, P.: Enforcing fair sharing of peer-to-peer re-
sources. In: 2nd International Workshop on Peer-to-Peer Systems (IPTPS), Berke-
ley, California (2003)

12. Komarov, A.: (Geek Credit homepage) Hypertext document. Available electroni-
cally at http://home.gna.org/geekcredit/.

13. Yang, B., Garcia-Molina, H.: PPay: micropayments for peer-to-peer systems. In:
Proceedings of the 10th ACM conference on Computer and communications secu-
rity (CCS ’03). (2003)



Handling Free Riders in Peer-to-Peer Systems

Loubna Mekouar, Youssef Iraqi, and Raouf Boutaba

University of Waterloo, Waterloo, Canada
{lmekouar, iraqi, rboutaba}@bbcr.uwaterloo.ca

Abstract. In reputation-based peer-to-peer systems, reputation is used
to build trust between peers and help selecting the right peers to down-
load from. In this paper, we argue that reputation should not be used for
service differentiation among the peers. To provide the right incentives
for peers to share files and contribute to the system, the new concept
of Contribution Behavior is introduced for partially decentralized peer-
to-peer systems. Service differentiation is achieved based on the Contri-
bution Behavior of the peers rather than their reputations. Simulation
results assess the ability of the proposed algorithm to effectively identify
free riders and malicious peers that upload malicious content, hence re-
ducing the level of service provided to these peers and preserving network
resources. On the other hand, good peers that contribute to the system
receive better services which increases their satisfaction significantly.

1 Introduction

In a Peer-to-Peer (P2P) file sharing system, peers communicate directly with
each other to exchange information and share files. In an open P2P system,
peers often have to interact with unknown peers (i.e. strangers) and need to
manage the risks involved with the interactions. For example, if a user wants to
download a file, the user is given a list of peers that can provide the requested
file. The user has then to choose one peer from which the download will be
performed. Since the open and anonymous nature of Peer-to-Peer systems open
the door to misuses (by malicious peers) and abuses (by free riders), peers need
to be able to reason about trust in order to avoid untrustworthy peers.

Trust management is any mechanism that allows to establish mutual trust
which will motivate peers to cooperate. Building trust is difficult especially when
we are dealing with strangers in virtual communities. In such interactions, risk
is involved and in order to minimize this risk and get advantage from these
interactions, trust is needed. Several reputation-based P2P systems [1, 2, 3, 4, 5]
were introduced to build trust among peers. These systems are used to attribute
a value to a peer based on its past transactions. The higher the reputation score,
the more confident we are that this peer will upload an authentic file. When
people interact with each other over time, the history of past transactions will
help inform them about their real behavior. In addition, peers are motivated
to display good behavior as it will have an impact on their future interactions.
Political scientist Robert Axelrod refers to this phenomenon as the shadow of
future [6].

Z. Despotovic, S. Joseph, and C. Sartori (Eds.): AP2PC 2005, LNAI 4118, pp. 58–69, 2006.
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1.1 Motivation and Contribution

Almost all of the proposed reputation management schemes try to achieve one
or more of the following goals:

1. Isolate malicious peers from the network by downloading files from the rep-
utable peers, hence reducing malicious uploads

2. Increase the users satisfaction
3. Use the network resources more efficiently
4. Motivate peers to share files and contribute to the system
5. Reward the reputable peers by providing better services to them

Goals 1, 2 and 3 have been more or less addressed by most reputation man-
agement schemes. Goals 4 and 5 are mostly related to providing incentives and
service differentiation. Few works have addressed service differentiation. Section
6 presents the most important works.

Most proposed reputation management schemes help reduce malicious uploads
by choosing the high reputable peers for downloads. They also help increase the
peers satisfaction. However, they do not provide incentives for peers to have a
high reputation value and hence share. Indeed, the reputation considered in the
proposed schemes is for trust (i.e. maliciousness of peers), based on the accuracy
and quality of the files uploaded.

In eBay, members have interest in building trust and get a high reputation
value in case they want to become “sellers”. The higher is the reputation of a
member, the higher is the chance that buyers will trust to deal with him.

In a P2P file sharing system, the situation is different. What is the interest
that a peer can gain from having a high reputation value? This peer will be more
and more requested for uploads which is not a gain for this peer, but more for
the peers that download from it. This is why service differentiation is needed.

Few reputation schemes proposed service differentiation among the peers (cf.
Section 6). However, these schemes considered peers’ reputation as a guideline
for service differentiation. This means that a peer with a high reputation, will
receive better service than a peer with a lower reputation.

This however does not address the problem of free riders. Free riders are
peers that take advantage of the system without contributing to it1. Providing
a mechanism to detect free riders is an important issue since in [7], it has been
found that most of the shared content in Gnutella is provided by only 30% of
the peers. This means that 70% of the peers are free riders. There should be a
mechanism to reward the contributing peers and encourage other peers to share
their content.

However, free riders can have a high reputation2, but this only means that
the files that they are providing are authentic. If the reputation is used as a
guideline for service differentiation, then free riders will also receive the same
1 Or with a very small contribution.
2 E.g. a free rider may upload few authentic files and get a high reputation. Then, the

free rider starts taking advantage of the system thanks to its high reputation. In the
literature, this phenomenon is called “milking”.
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service as the participating peers. Using reputation for service differentiation,
will not allow detecting free riders. It will however provide better service to high
reputable peers and low or no service to low reputable peers.

In this paper, we argue that a good scheme for service differentiation should
be able to detect free riders and malicious peers and lower the service provided to
them. This will have a double effect. On one hand, this will encourage free riders
and malicious peers to change their behavior. And, on the other hand, good
peers will receive a better service and will be motivated to continue providing
good service. In this paper, we propose such a scheme and show that it is able to
detect free riders and malicious peers and reduce the services provided to them
while providing good peers with a better service.

The paper is organized as follows. Section 2, describes briefly the reputation
management scheme considered in this work. Section 3 presents the proposed
new contribution management scheme while, section 4 discusses service differ-
entiation issues for partially decentralized P2P systems. Section 5 presents the
performance evaluation of the new scheme and Section 6 describes the related
works. Finally, section 7 concludes the paper.

2 Reputation Management

In this section, we describe briefly the reputation management scheme considered
in this paper. For more details, please refer to [8].

2.1 Notations and Assumptions

In this paper, we consider partially decentralized P2P systems. In these systems,
supernodes index the files shared by peers connected to them, and proxy search
requests on behalf of these peers. Queries are therefore sent to supernodes, not
to other peers. In the remaining of the paper, the following notations are used:

– Let Pi denotes peer i
– Let Di,j denotes the size of downloads performed by peer Pi from peer Pj

– Let Di,∗ denotes the size of downloads performed by peer Pi

– Let D∗,j denotes the size of uploads by peer Pj

– Let AF
i,j be the appreciation of peer Pi of downloading the file F from Pj

– Let Sup(i) denotes the supernode of peer i

2.2 The Reputation Management Scheme

After downloading a file F from peer Pj , peer Pi will evaluate this download. If
the file received corresponds to the requested file, then we set AF

i,j = 1. If not,
we set AF

i,j = −1. In the latter case, either the file has the same title as the
requested file but different content, or that its quality is not acceptable. Each
peer Pi in the system has four values, called reputation data (REPPi ), stored by
its supernode:
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1. D+
i,∗: Satisfied downloads of peer Pi from other peers,

2. D−
i,∗: Unsatisfied downloads of peer Pi from other peers,

3. D+
∗,i: Satisfied uploads from peer Pi to other peers,

4. D−
∗,i: Unsatisfied uploads from peer Pi to other peers

Note that we have: D+
i,∗ + D−

i,∗ = Di,∗ and D+
∗,i + D−

∗,i = D∗,i∀i.
When a peer Pi joins the system for the first time, all values of its reputation

data REPPi are initialized to zero3.
When receiving the appreciation (i.e. AF

i,j) of peer Pi, its supernode Sup(i)
will perform the following operation:

If AF
i,j = 1 then D+

i,∗ = D+
i,∗ + Size(F ),

else D−
i,∗ = D−

i,∗ + Size(F ).
Then, the appreciation is sent to Sup(j) that will perform the following op-

eration:
If AF

i,j = 1 then D+
∗,j = D+

∗,j + Size(F ),
else D−

∗,j = D−
∗,j + Size(F ).

We compute the Authentic Behavior of a peer Pj as:

ABj =
D+

∗,j−D−
∗,j

D+
∗,j+D−

∗,j

=
D+

∗,j−D−
∗,j

D∗,j
if D∗,j �= 0

ABj = 0 otherwise
(1)

Note that ABi is a real number between −1 (if D+
∗,j = 0) and 1 (if D−

∗,j = 0).

3 Contribution Management

We believe that trust in a peer-to-peer system should be addressed according
to the following dimensions: 1) Authentic Behavior, 2) Credibility Behavior, and
3) Contribution Behavior

Authentic Behavior (AB): this is the reliability of a peer in providing accurate
and good quality files. Good peers have usually a high authentic behavior value,
while malicious peers usually get lower values since they are providing malicious
content. This value represents the reputation of a peer. It allows to differentiate
between good and malicious peers.

Credibility Behavior (CB): this represents the sincerity of a peer in providing
a honest feedback. The credibility behavior is an important indicator that allows
to identify liar peers and reduce their effect on the reputation system. In [5],
the concept of Suspicious Transaction was introduced to compute the credibility
behavior.

Contribution Behavior (CTB): in this paper, we introduce the new concept of
Contribution Behavior that allows to distinguish between peers that contribute
positively4 to the system (i.e. altruistic) and the free riders (i.e. egoistic).
3 This is a neutral reputation value.
4 We do not consider uploading malicious content as a contribution. Only authentic

uploads are taken into consideration.
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Fig. 1. Peer Behavior Dimensions

The behavior of a peer Pi is characterized by the triplet (ABi, CBi, CTBi) (cf.
Figure 1) which characterizes the behavior of the peer in terms of Authentic Be-
havior (sending authentic or inauthentic files), Credibility Behavior (lying or not
in the feedback) and Contribution Behavior (contributing positively or not to the
system). Good peers will have high values along the three defined dimensions.

We compute the Contribution Behavior (CTB) of a peer Pj as follows:

CTBj =
D+

∗,j−D−
∗,j

D+
j,∗+D−

j,∗
=

D+
∗,j−D−

∗,j

Dj,∗
if Dj,∗ �= 0

CTBj = D+
∗,j − D−

∗,j otherwise
(2)

The intuition behind equation 2 is as follows. While the reputation value
is based only on the uploads of a peer to reflect its authentic behavior (cf.
equation 1), the contribution behavior should be based on both the uploads and
the downloads of the peer.

The contribution of a peer is the ratio between what the peer has provided to
the system and what it has consumed from it. The term D+

∗,j −D−
∗,j means that

the contribution value is sensitive to the maliciousness of the peer. This term
allows to affect both free riders and malicious peers.

Ideally, a peer should be charged only for its authentic downloads since it
is not responsible for the malicious content that it received from other peers.
However, some malicious peers may rate all their downloads as inauthentic so
that these downloads will not be counted in the contribution value. To avoid
this situation, the total downloads is used for computing the contribution value.
This will motivate the peers to deal only with the high reputable peers.

4 Service Differentiation

We divide service differentiation into two categories: implicit and explicit.
Implicit service differentiation, is the service differentiation that results from

the normal evolution of the system. For example, when a peer has a low reputation,
this peer will have a low probability of being selected for uploads, which will not
allow it to increase its contribution value nor its reputation.
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Explicit service differentiation, is the one that results from the explicit deci-
sion of system entities. For example, a supernode may decide to enforce service
differentiation policies on the peers it manages. Explicit service differentiation
can also be enforced at the level of the peer. For example, a peer may decide
not to upload a file to a peer with a low credibility value (along the Credibility
Behavior dimension), since the later peer may wrongfully send negative feedback
and affect badly the reputation of the peer performing the upload. A peer may
also decide not to upload a file to a peer with a low contribution value (along the
Contribution Behavior dimension), since the peer requesting the upload may be
a free rider.

The new concept of Contribution Behavior can be used to enforce service dif-
ferentiation at any level (i.e. supernode or peer). To show its effectiveness, in this
paper we enforce service differentiation policies at the supernode level. When a
peer Pi sends a request to its supernode Sup(i), this later will associate to the
request a probability probi according to the contribution level of peer Pi. This
is the probability of performing the requested service by Sup(i). The higher the
contribution value is, the more chances the supernode will execute the requests
for this peer5. This probability is computed as follows:

if Di,∗ ≤ MinDownload probi = 1
else

if CBTi ≤ 0 probi = 0
else probi = Min{CBTi, 1}

Since a new peer that joins the system will have its contribution value set
to 0, we allow these new peers to download a minimum amount set to a pa-
rameter MinDownload. In this case, the probability used by the supernode is
1. After exceeding this minimum amount of download, the probability used by
the supernode will be computed according to the contribution value of the peer.
The value of MinDownload should be carefully chosen not to encourage peers
to change identities and benefit from free downloads. Note that in case that
CBTi ≥ 1, probi is set to 1. This means that the peer is contributing to the
system more than what it is consuming from it.

5 Performance Evaluation

In the performance evaluation section, we will compare the following schemes:

1. The reputation management scheme with no service differentiation (NOSD).
This is the same scheme presented in [8]. This is to show the importance of
service differentiation among the peers.

5 To prevent peers from repeatedly sending the same request to the supernode over
and over until the request is handled, a time period can be associated with each
request. This will motivate peers to contribute if they want their requests to be
processed by the system.
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2. The reputation management scheme with the reputation value as a guideline
for service differentiation. We will call this scheme the Reputation-Based
Service Differentiation (RBSD). Since the reputation values (i.e. ABi) are
between −1 and 1, in this scheme, the probability probi is computed as
follows: probi = (1 + ABi)/2, where ABi is computed as in Eq. 1.

3. The reputation management scheme with the Contribution Behavior as a
guideline for service differentiation. We will call this scheme the Contribution-
Based Service Differentiation (CBSD).

To assess the effectiveness of the considered schemes in identifying free riders,
a high percentage of free riders is assumed. In this section, we do not consider
peers that lie in their feedbacks. This issue has been addressed in [8].

5.1 Simulation Parameters

We use the following simulation parameters:

– We simulate a system with 1000 peers and 1000 files.
– File sizes are uniformly distributed between 10MB and 150MB.
– At the beginning of the simulation, each peer has at most 45 randomly chosen

files and each file has at least one owner.
– As observed by [9], KaZaA files’ requests do not follow the Zipf’s law dis-

tribution. In our simulations, file requests follow the real life distribution
observed in [9]. This means that each peer can ask for a file with a Zipf
distribution over all the files that the peer does not already have. The Zipf
distribution parameter is chosen close to 1

– Peers are divided into two categories: Contributors and Free riders. Free rid-
ers constitute 70% of the peers. From each category, 30% of the peers are
malicious peers that send inauthentic content. Peers behavior and distribu-
tion are summarized in table 1.

– To assess the performance of the considered schemes in a highly dynamic
environment, only 40% of all peers with the requested file are found in each
search request. This is due to the partial search results obtained in partially
decentralized P2P systems with supernodes.

– Free riders share files with a probability of 5%. In addition, 250 of the non
malicious free rider peers will accept uploading the first file to get a high
reputation.

– MinDownload is set to the average file size (i.e. 70MB).
– We simulate 90000 requests.

According to table 1, peers with indices from 1 to 700 belong to the cate-
gory of free riders, peers with indices from 701 to 1000 belong to the category
of contributor peers. Accordingly, peers with indices from 491 to 700 are mali-
cious peers that provide malicious content in addition of being free riders. Peers
with indices from 701 to 790 provide malicious content but still participate in
uploading files to other peers. We have considered a situation where we have a
high percentage of free riders as observed by [7] to show the effectiveness of our
proposed scheme in identifying and isolating free riders and malicious peers.
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Table 1. Peer Behavior and Distribution

Probability of sending inauthentic files
Category of peers Percentage Malicious (30%) Non malicious (70%)

Contributors 30% 0.9 0.01
Free Riders 70% 0.9 0.01

5.2 Performance Parameters

In these simulations, we will focus on the following performance parameters:

– Percentage of successful requests: computed as the total number of requests
that have been performed for the peer during the simulation over the total
number of all submitted requests by this peer.

– Peer contribution level: shows the contribution behavior of each peer which
is computed using equation 2.

– Peer load share: this parameter is computed as the normalized load sup-
ported by the peer. This is computed as the sum of the uploads performed
by the peer over the total uploads in the system.

5.3 Simulation Results

No Service Differentiation Case:
Figure 2 depicts the peer load share in the case of the NOSD scheme. The

X axis represents the number of requests while the Y axis represents the peer
load share. From the figure, it is clear that the reputation management scheme is
able to isolate malicious peers (i.e. peer id 491 to 790), as they are not requested
for uploads. It is also clear that the free riders do not contribute significantly
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to the system. All the load is almost supported exclusively by non malicious
contributor peers (i.e. peer id 791 to 1000).

Since there is no service differentiation, all the requests sent to the supernode
will be performed regardless of the contribution of the peers. This is obviously
unfair to the peers that contribute to the system.
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Fig. 3. (a) Peers Reputation in RBSD, (b) Peers Contribution Behavior in CBSD

Service Differentiation Case:
Figure 3.a depicts the reputation values of the peers in the case of the Repu-

tation Based Service Differentiation (RBSD) scheme. It is clear that the scheme
is able to identify malicious peers. However, the scheme is not able to differen-
tiate between free riders and contributor peers. Reputation is not a good indi-
cator of the contribution of the peer as we can see from comparing figure 2 and
figure 3.a.

Figure 3.b depicts the Contribution Behavior value in the case of the Contri-
bution Based Service Differentiation (CBSD) scheme. By comparing this figure
with figure 2, we can notice that the Contribution Behavior value is a good in-
dicator of the peer load share. In other words, a peer with a high contribution
level will support more load than a peer with a low contribution level. Note that
the Contribution Behavior values of malicious peers (i.e. peer id 491 to 790) are
negative. This is because malicious peers are harming the system by uploading
malicious files. This means that the Contribution Behavior value can be used for
service differentiation which will effectively reward good peers and punish both
free riders and malicious peers.

Figure 4 shows the percentage of successful requests for (a) RBSD and
for (b) CBSD. From figure 4.a, we can notice that free riders have about
50% chance to have their request processed by the supernode. Free riders with
high reputation values (i.e. peer id 1 to 250) have almost the same percentage
of successful requests as non malicious contributor peers. However, free riders
did not contribute at the same level. In figure 4.b, free riders with IDs from
1 to 250, have a lower percentage of successful requests since they uploaded



Handling Free Riders in Peer-to-Peer Systems 67

0 100 200 300 400 500 600 700 800 900 1000
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Peer

P
er

ce
nt

ag
e 

of
 S

uc
ce

ss
fu

l R
eq

ue
st

s

0 100 200 300 400 500 600 700 800 900 1000
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Peer

P
er

ce
nt

ag
e 

of
 S

uc
ce

ss
fu

l R
eq

ue
st

s

(a) (b)

Fig. 4. Percentage of Successful Requests (a) RBSD, (b) CBSD

only few files compared to non malicious contributor peers. The later peers re-
ceive a high percentage of successful requests since they have supported almost
all the load. They contributed significantly and positively to the system. The
supernode processed their requests with a high probability. Some of the malicious
peers uploaded more malicious content than good one, hence their percentage of
successful requests is very low. This is because their contribution is negative as
shown in figure 3.b.

Note that in these simulations, we assumed a static peer behavior. This means
that peers do not change their behavior over time. This is to assess the capability
of the proposed scheme in detecting malicious and free rider peers and preventing
them from obtaining good service. In a real life system, however, peers will tend
to change their behavior and we expect free rider peers with rational behavior
to change from free riding to contributing to the system.

6 Related Work

The authors in [10] proposed a service differentiation protocol (SDP) for com-
pletely decentralized unstructured P2P networks. This protocol works by sending
the reputation score of the requesting peer to other peers. These peers will map
the reputation score to a Level of Service. These peers will provide service to
the requesting peer according to this level. In addition of being proposed for
completely decentralized P2P systems, this scheme does not take into account
the maliciousness of the peers.

In [11], the authors introduce a reputation-based mechanism that assigns a
better service to higher performing peers. The proposed scheme provides incen-
tives for peers to improve their performance. The reputation is classified into
two categories: provider selection and contention resolution. In provider selec-
tion, a peer among the peers offering a service is chosen to provide the service.
In contention resolution, a peer among the peers requesting a service is selected
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by the provider peer. This scheme uses the reputation value as a guideline for
service differentiation. In this paper, we have shown that this does not lead to a
useful service differentiation. In addition, it proposes providing the peer request-
ing a file from the peers with a similar reputation value (i.e. concept of “Layered
Communities”). This approach will most probably incur an important increase
of malicious uploads. Indeed, if a peer receives a service from a low reputation
peer, it will most probably receive bad service (e.g. malicious file) and hence
does not help the peer in providing good service to others. In this paper, we pro-
pose to provide only eligible peers with the requested service. Once the request
is approved, peers will receive the service from the most reputable providers.
Receiving malicious content will just pollute the P2P file sharing system and
waste network’s resources.

In [12], the authors analyze the effectiveness of different incentives mecha-
nisms to motivate peers to share files. The paper proposes the reputation-based
peer-approved that uses a reputation mechanism based on rating peers accord-
ing to the number of files they are advertising. Peers are allowed to download
files only from peers with lower or equal rating. However, rating peers according
to the number of files they are advertising is not efficient. Malicious peers can
advertise a high number of malicious files. These peers will still receive good ser-
vices since they will be able to upload from other peers that have a high rating
value. Even non malicious peers may advertise a large number of useless files
and still benefit from the system.

KaZaA, a proprietary partially-decentralized P2P system, has introduced the
participation level for rating peers. In KaZaA, the participation level is computed
as follows: (Uploads in MB/Downloads in MB)*100. Priority is given to peers
with high participation level, however the exact process of how this priority is
given is not known. In KaZaA, malicious peers that upload malicious content
will still have a high value of participation level. As shown in [8], KaZaA is not
able to detect malicious peers.

7 Conclusion

In this paper, we propose a contribution management scheme for partially de-
centralized peer-to-peer systems. We introduce the new concept of “Contribution
Behavior” which is used for service differentiation rather than the use of repu-
tation. The use of contribution behavior as the basis for service differentiation,
provides the right incentives for peers to share files and contribute positively to
the system. Simulation results have shown the ability of the proposed scheme to
effectively identify free riders and malicious peers and prevent them from using
fully the system. The use of Contribution Behavior for service differentiation
along with the use of the Authentic Behavior for reputation management solve
the main problems of peer-to-peer systems; free riders and malicious peers. This
will provide good peers with higher satisfaction and will achieve better network
resource utilization.
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Abstract. The research in the paper is motivated by building a decen-
tralized/P2P XML storage on top of a DHT (Distributed Hash Table).
The storage must provide high data availability and support updates.
High data availability in a DHT can be guaranteed by data replication.
However, DHTs can not provide a centralized coordination guaranteeing
data consistency upon updates. In particular, replicas may have different
values due to concurrent updates or partitioning of the P2P network. An
approach based on versioning of replica values is presented proposing a
decentralized concurrency control system, where probabilistic guarantees
can be provided for retrieving a correct replica value. This paper presents
the protocol as well as a statistical analysis of the lower bound of the
probabilistic guarantees.

Keywords: Peer-to-Peer Computing, Decentralized Data Management,
DHT.

1 Introduction

The research presented in this paper is motivated by the BRICKS1 project, which
aims to design, develop and maintain a user and service-oriented space of digital
libraries that share knowledge and resources in the Cultural Heritage domain. The
project defines a decentralized, service-oriented infrastructure that uses the Inter-
net as a backbone and fulfills the requirements of expandability, scalability and
interoperability. At the same time, the membership in the BRICKS community is
very flexible; parties can join or leave the system at any time.

BRICKS community needs to have service descriptions, administrative infor-
mation about collections, ontologies and some annotations globally available all
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Fig. 1. Decentralized XML Storage Architecture

the time [1]. An important aspect is that data are changeable during the run-
time, i.e. updates must be allowed. Therefore, the data management is based
on our recently proposed decentralized XML data store [2]. The store is based
on top of a DHT (Distributed Hash Table) overlay, i.e. large XML documents
are split into sets of XML nodes stored then as DHT values. DHTs are low-level
structured P2P systems that provide a consistent way of routing information
to the final destination, can handle the changes in topologies and have an API
similar to the hash table data structure.

Figure 1 presents the proposed system architecture. All layers exist on every
peer in the system. The datastore is accessed through the P2P-DOM component
or by using the query engine (e.g. XPath or XQuery). The query engine could
be supported by an optional index manager that would maintain indices. The
P2P-DOM exports a large portion of the DOM [3] interface to the upper layers,
and maintains parts of a XML tree in a DHT. More details about the storage
and selected research issues can be found in [2].

Unfortunately, a DHT layer does not guarantee the availability of data it
manages. Whenever a peer goes offline, locally stored (key, value) pairs become
inaccessible. The research done in [4] proposed a wrapper around the DHT that
is able to self-manage data availability by using replication within the requested
probabilistic guarantees.

The research presented here investigates in detail data consistency, i.e. en-
suring it after an update is preformed. When a peer is offline, locally stored
replicas are inaccessible. Therefore, an update might not address all replicas,
leaving some of them unmodified. Further, uncoordinated concurrent updates
of an object result in unpredictable values of object replicas. As a consequence,
different object replicas may have different values. Thus, the main issues are how
to:

– Ensure that the correct value is read
– Synchronize offline replicas after going online again
– Handle concurrent updates on the same data
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The approach presented in the paper gives probabilistic guarantees on access-
ing correct data at any point in time. Also, replicas are updated in a predefined
sequence, and they are assigned a higher version number.

The paper is organized in the following way. The next Section introduces the
DHT with high data availability and update features. Consistency issues are
analyzed afterwards in Section 3. Some related work is presented in Section 4.
Finally, Section 5 gives conclusions and some ideas for the future work.

2 Highly Available Distributed Hash Table

As suggested in [5], a common DHT API should contain at least the following
methods: route(Key, Message) (deterministic routing of a message according
to the given key to the final destination), store(Key, Value) (store a value
with the given key in DHT), and lookup(Key) (returns the value associated
with the key).

Every peer is responsible for a portion of the key space, so whenever a peer
issues a store or lookup request, it will end up on the peer responsible for that
key. When the system topology is changed, i.e. peers go offline, some peers will
be now responsible for the key space that has belonged to the offline peers. Also,
peers joining the system will take responsibility for a part of the key space that
has been under control of other peers until that moment. All (key, value) pairs
stored on an offline peer are not available until the peer comes back again.

Every value and its replicas are associated with a key that is used for store
and lookup operation. The first replica key is generated using a random number
generator. All other replica keys are correlated with the first one, i.e. they are
derived from it by using the following rule:

replicaKey(i) =
{

c : i = 1
hash(replicaKey(1) + i) : i ≥ 2 (1)

where c is a random byte array, hash is a hash function with a low collision
probability. replicaKey and i are observed as byte arrays, and + is an array
concatenation function. Thus, the key of the original is determiend to be a
random value c, while the key of the ith replica is calculated by combining the
randoam value c with the order number of the replica i and using the resulting
value as a basis for a hash function delivering the key. The above rule enables
uniqueness of all replica keys in system, and since distance between keys is high,
it increases a probability that keys are placed on different peers in system. At
the same time by knowing the first replica key, all other replica keys can be
generated with no communication costs.

2.1 Operations

In order to add data availability feature to the existing DHT, every stored value
must be replicated R number of times. Every peer calculates it from measured
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average peer online probability and the requested data availability. During join-
ing phase, a peer can get an initial value for R from other peers in the system,
or it can assume some default one.

High data availability in a DHT is achieved by self-adaptive replication proto-
col, i.e. missing replicas of locally stored values are recreated within refreshment
rounds. The approach is proactive; a peer wants to secure that values from its
storage which will be available even if the peer goes offline at any point in time.
Remembering the key generation schema in Formula 1, recreation of replicas
would require access to the first replica key. Therefore, it must be attached to
the stored value.

Another important aspect of the protocol are updates. As it has already been
mentioned, ensuring consistency is the main issue. Basically, there are two pos-
sible groups of approaches [6]:

– Pessimistic
Pessimistic approaches are based on locking and a centralized lock manage-
ment. When a peer in decentralized/P2P environment goes offline, it and its
data are not reachable. In addition, this may cause network partition, thus
not even all online peers are reachable. All this unreachable peers cannot
receive a lock, thus the locking-based approach is not applicable.
Quorum-based replica protocols require presence of quorums both for a read
or write operation. In environments with low online probability, such quo-
rums are hard to get and this makes the quorum-based protocols not a very
good candidate [7].

– Optimistic
In an optimistic approach, objects are not locked, but when a conflict occurs,
the system tries to resolve it, or they are resolved manually. Optimistic
approaches are simpler to implement and they are good if the probability
for updating the same object with different values at the same time is low.

In order to determine the latest value version, we need to track it. To sum-
marize, a DHT value will be wrapped in an instance of the following class:

class Entry {

Key first;

long version;

Object value;

}

Since the wrapper around DHT implements common DHT API introduced in
Section 2, store and lookup operations must be re-implemented. Further, the
mechanism for self-managing, i.e. refreshment rounds and rejoins of peers are
introduced.

lookup(Key) When a peer wants to get a value, it is not sufficient to return
any available replica. Instead of that, we must return the replica with the highest
version number to ensure that the peer gets the most up-to-date available version.
However, if two or more replicas with the same version (e.g. as a result of network
partitioning, but with different values are found), it is a conflict that could be
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resolved by applying heuristics, data semantics, or has to be resolved manually.
Currently, we do not assume any heuristics, i.e. a failure is returned, which has
to be compensated by the requester.

It is important to notice that during a lookup operation, all online replicas
must be checked in order to find the latest available. Doing this by broadcasting
the request would be fully inefficient: the whole network would be flooded. Using
DHT overlay makes communication more efficient: the request is routed only to
peers that could potentially have a replica. Although, obviously the required
communication for deriving the value is higher then in DHTs without high data
availability.

store(Key, Value) When a value is created, it is wrapped in R instances of
Entry class, appropriate keys are generated and the version number is assigned
to 1. With every update, the version number is incremented by 1. During an
update, replicas are modified in sequence, i.e. first the 1st replica, then 2nd

replica until Rth replica. If the update of any replica fails, the update stops
and the rest of the replicas are not touched. The update fails if a peer that
receives the update request already has a replica with a higher version or the
same version containing different value. The proposed write operation ensures
that in case of concurrent updates only one peer completes the operation. The
rest of them must compensate the request.

In order to know what should be the next version number, the replication
layer must keep a log of (key, version) pairs of successful lookups. The log size
and its organization are part of our future work.

During a refreshment round, a peer iterates over locally stored data, checks
for missing replicas and recreates them. Every peer proceeds independently, there
are no global synchronization points in time. Another important aspect of re-
freshment is that peers get more recent data versions from other peers and if
there are no topology changes, the system will eventually stabilize. Also, at the
beginning of a refreshment round, a peer can measure the average online prob-
ability of replicas, and compute the average data availability. If the obtained
value is above a specified threshold, refreshment rounds can be made longer, so
bandwidth utilization is saved, and/or number of replicas can decrease saving
storage space. If the data availability is below the threshold, a peer should recre-
ate replicas often, and/or create more replicas, trying to catch up requested data
availability.

Measuring the average replica online probability could be done by checking
all replicas in the system. Unfortunately, this is not feasible, because we simply
do not know how many replicas are out there. Even if we knew that, measuring
would be very inefficient and unscalable. Therefore, we use the confidence interval
theory [8] to find out what is the minimal number of replicas that has to be
checked, so the computed average replica online probability is accurate with
some degree of confidence. For example, to achieve an accuracy with an error of
15% in a community of 1000 peers, we have to check only 12 randomly chosen
replicas. It can also be shown that in large communities the approach is scalable.



Highly Available DHTs: Keeping Data Consistency After Updates 75

In practice, a peer selects on random basis a few locally stored replicas, gen-
erates needed number of replica keys, checks if they are available, and computes
the average replica online availability.

When a peer rejoins the community, it does not change its ID, so the peer
will be now responsible for a part of the key space that intersects with the
previously managed. Therefore, the peer keeps previously stored data, but no
explicit data synchronization with other peers is required. Upcoming requests
are answered using the latest locally available versions. With a new refreshment
round or update, old replicas will be eventually overwritten. Replicas, whose
keys are not anymore in the part of key space managed at the rejoined peer, can
be removed or sent to peers that should manage them.

3 Data Consistency

The store operation from the previous section has been defined so that it is able
to update data, even if not all replicas are online. Namely, a store will update all
online replicas and recreate a higher version of replicas that are at that moment
offline. From then, some replicas will be represented in the system with multiple
versions, some of them will be online, some of them offline; some replicas will
be up-to-date (i.e. correct), some odd (incorrect). This Section analyzes the
probability that the correct data are found with every lookup operation.

Obviously, a correct data version will be read by a peer only if at least one
correct replica is available. In order to compute the probability of this case, we
need to model the life cycle of a replica, after it is initially created: the replica
can be online or offline, and correct (up-to-date) or wrong (containing an older
version). Therefore, during its life cycle, the replica can be in the following states:
online and correct, online and wrong, offline and correct, and offline and wrong.

3.1 Settings

Before doing the analysis, we define the environment in which the proposed
update protocol will be analyzed:

– Peers are independent
– Measured peer average online probability is p
– Because of the DHT properties, at any point in time, every object can have

at most R accessible replicas.
– Success of an update is represented by a random variable U , i.e. successful

update (U = 1) and unsuccessful update (U = 0). An unsuccessful update
could change some replicas, but not all of them. At least one replica is correct.

– Reading of a correct object version is represented by a random variable C,
i.e. correct read (C = 1) and incorrect read (C = 0)

– Random variable S represents the replica state, i.e. online-correct (S = S1),
offline-correct (S = S2), online-wrong (S = S3), and offline-wrong (S = S4).
Therefore, p = P (S = S1) + P (S = S3).
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Fig. 2. The life cycle of replica after creation

– No partitions are assumed
– There is no need for recovery, i.e. going offline does not destroy locally stored

data

The correct object version is going to be read, if at least one correct replica is
online. In other words, it is the counter probability that none of online-correct
replicas (P (S = S1)) is available. Therefore, the probability of reading the cor-
rect object (P (C = 1)) can be expressed as

P (C = 1) ≥ 1 − (1 − P (S = S1))R (2)

After an update R replicas are online, but there might be some other offline
replicas in the system. Therefore, Formula 2 is the lower-bound of the correct
read probability.

3.2 Life Cycle of Replica

In order to describe the life cycle of a single replica we define a discrete-time
Markov chain, represented by the state diagram on Figure 2. Transition proba-
bilities are displayed next to each arc.

An online-correct replica stays in this state as long as it is online. Also, a
replica can come to this state, if it has been offline-correct and comes online
again while no update has happened in the meantime. An online-wrong replica
becomes correct after a successful update is performed.
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Fig. 3. The probability that correct value is read after update

A replica stays offline-correct if there are no successful updates. If they are
successful, the replica is not up-to-date anymore and the state is changed to
offline-wrong. Also, a replica comes into offline-correct state if it has been online-
correct before and no updates happen when it goes offline.

A replica remains in offline-wrong state until it goes online. Then, when it is
back online again, it goes to online-wrong state.

The probability of every described state (P (S = S1, S2, S3, S4)) can be calcu-
lated by applying long-run analysis of discrete-time Markov chains (i.e. equilib-
rium analysis) [9]. To compute the probability of correct read P (C = 1), we need
to determine the probability for being in state S1 (P (S = S1), see Formula 2).
Figure 3 shows the probability for reading an up-to-date object for number of
replicas R = 10. This number has been taken from a previous analysis of the
replication protocol [4], where it has been shown that it guarantees an average
object availability a ≥ 99, 9%, if peer online probability p is higher than 50%. It
can be seen that the lower bound of the correct reading probability depends only
weakly on the successful update probability P (U = 1), because with or with-
out successful update, the system will contain at least one correct replica (but
maybe offline). For example, for a peer online probability of 50%, the correct
reading probability with 100% successful updates (P (U = 1) = 1) is only 25%
higher compared with a system with a probability of zero for successful updates
(P (U = 1) = 0).

Figure 4 shows how the read probability changes with the increase of the
number of replicas (P (U = 1) = 0.9). It can be seen that when the number of
replicas is greater than 30 (R ≥ 30), good reading probability (P (C = 1) ≥ 0.9)
can be achieved, even for low-online probabilities of peers (p ≥ 0.28).

Allowing updates has introduced a possibility that in the system exist many
different versions of the same object. As a consequence, our correct reading
probability (P (C = 1)) is equal to data availability a. In the rest of the cases
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Fig. 4. The probability that correct value is read after update in function of the number
of replicas

(1 − P (C = 1)), some replicas could be available, but with outdated values.
Thus, applications built on top should handle scenarios when returned data
are obsolete. However, incorrect replicas will not stay in the system forever;
with every new update, or during refreshment round, they will be eventually
overwritten with the correct version.

The presented analysis has shown how data availability depends on the given
system parameters, i.e. the number of replicas R and the probability that an
update was successful P (U = 1). Future research will investigate how P (U = 1)
behaves in different application scenarios, and how it depends on the system
parameters as well.

4 Related Work

Updates in replicated distributed databases are a widely researched field. As it
has already mentioned in Section 2, both optimistic and pessimistic approaches
for resolving updates exist [6]. However, they all assume high peer online proba-
bility and global system view, e.g. [10] proposes hierarchy-less data distribution,
but the approach requires high peer online probability. Our approach is fully de-
centralized and works under any peer online probability.

The popular P2P filesharing systems (e.g. KaZaA, Gnutella, eDonkey) [11]
do not consider updates at all. If a file update occurs, it is not propagated to
other replicas. There is no way that a peer that wants to get a file can conclude
what is the freshest version.

Oceanstore [12] supports updates and does versioning of objects. An update
request is sent first to the object’s inner ring (primary replicas), which performs a
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Byzantine agreement protocol to achieve fault-tolerance and consistency. When
the inner ring commits the update, it multicasts the result of the update down
to the dissemination tree. To our knowledge, analysis of consistency guarantees
has not been published so far. Also, the inner ring consists of super peers that
are highly available.

The paper [13] addresses updates in P2P system, but the aim of the research
is to reduce communication costs, data consistency has not been addressed.

Ivy [14] is a peer-to-peer file system that enables writes by maintaining log of
changes at every peer with write access. Reading up-to-date file version requires
consulting all longs, and that is not very efficient. Additional tool has been
provided that can be run manually in order to resolve conflict that could occur
during concurrent updates. Our approach does not need to contact all peers in
order to find the freshest replica version.

TotalRecall [15] has a peer-to-peer storage system with update support. Files
are immutable, so every new version is stored separately in the system, and some
garbage collection is needed for removing old version. The system distinguishes
master and slave replica copies, and therefore an update is first performed on
a master responsible for an object. Then, the master updates all other slaves.
If some slaves are offline, new slave peers will be selected and the update will
be repeated. Our approach is simpler, we do not distinguish master and slaves,
so there is no need to elect new master when the old one goes offline. Even
during an update, peers could go offline, and if there is no conflict, the update
is successful.

Om [16] is a peer-to-peer file system that achieves data high availability
through online automatic regeneration while still preserving consistency guaran-
tees. File access is done by using read-one/write-all quorum, i.e. implicitly high
peer online probability is assumed. All writes are first performed at primary
replicas that update later secondary replicas.

5 Conclusion and Future Work

The work presented in the paper is adding high data availability feature to
any DHT overlay network under consideration of data consistency issues. In
particular, versioning and replication of data stored in a DHT are introduced and
a preliminary analysis has derived lower-boundaries for the probabilistic data
availability guarantees providing consistency in the system. A good probability
can be achieved even with moderate costs, i.e. number of replicas (R = 10),
and with moderate peer online probability (p > 0.5), whereas more replicas are
needed for systems where peer online probability is low.

The future work will investigate in more details some of the parameter intro-
duced in the model (e.g. update successfulness); their dependency on application
patterns and other system parameters. Also, the approach will be investigated
in situations when network partitions are allowed. Finally, the approach will be
implemented and tested in practice.
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Abstract. Structured overlay networks for Peer-to-Peer systems (e.g.
based on Distributed Hash Tables) use proactive mechanisms to provide
efficient indexing functionality for advertised resources. The majority of
their occurrences in proposed systems (e.g. Chord, Pastry) provide upper
bounds (logarithmic complexity with respect to the size of the graph rep-
resenting the network) on the communication cost in worst case scenarios
and their performance is superior compared to unstructured alternatives.
However, in particular (empirically observed) scenarios where the pop-
ularity of the advertised resources follows a distribution considerably
different from the uniform distribution, structured P2P networks may
perform inferiorly compared to well designed unstructured P2P networks
that exploit effectively the resource popularity distribution. In order to
address this issue, a very simple caching mechanism is suggested in this
paper that preserves the theoretical superiority of structured overlay net-
works regardless of the popularity of the advertised resources. Moreover,
the churn effect observed in Peer-to-Peer systems is considered. The pro-
posed mechanism is evaluated using simulation experiments.

1 Introduction

Structured overlay networks for Peer-to-Peer (P2P) systems, e.g. Chord [27],
Pastry [24], Tapestry [29] and Omicron [7], use proactive mechanisms to provide
efficient indexing functionality for advertised resources. The majority of their
implementations provide theoretical upper bounds on the communication cost
in worst case scenarios, assuming that the maintenance of the topology heals the
divergence (caused by the dynamic participation of the peers) from the ”ideal”
network structure. Modeling the topology of a P2P network with a graph, the
maximum distance between any two nodes is equal to the diameter of the graph.
In graphs representing networks such as Chord (each node maintains O(log(N))
neighbors, where N is the number of nodes), the diameter of the network is
DCH = O(log(N)). The number of nodes may be equal to the population of
the peers, e.g. in the case of Pastry or Chord or equal to the number of the
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constructed clusters of peers, e.g. in the case of the two-tier architecture of
Omicron (DO = O(log(N/l)), where l is the average population of each cluster).
However, a more useful metric to evaluate the communication cost for routing
messages in structured overlay networks is the average inter-peer distance. The
average cost for graphs such as the one representing Chord is μDCH = DCH/2
[27]. On the other hand, the average inter-peer distance for networks such as
Omicron based on de Bruijn graphs [8] is μDO � DO − (k − 1)−1, where k
is the degree of the nodes [13]. However, since the graph nodes in Omicron
represent clusters of peers, the actual average inter-peer distance is smaller than
the average inter-peer distance in Chord.

Structured overlay networks have been designed mainly to overcome the in-
trinsic scalability issue of flat and unstructured networks, such as Gnutella v0.4
[20]. However, for several reasons, structured overlay networks have not been uti-
lized in widely-deployed P2P systems (with the exception of the Kademlia net-
work [18]). Instead, system designers opt for hierarchical or hybrid approaches
where a subset of peers (usually termed as super-peers, or ultra-peers) is respon-
sible for indexing and finding the advertised resources. Moreover, a number of
mechanisms have been suggested to improve the performance of unstructured
networks, e.g. expanding rings or multiple random walks [16]. The success of
these mechanisms is based on the assumption of uneven popularity of the avail-
able resources. In fact, this assumption is validated by a number of empirical
observations of file sharing systems (cf. [26], [9] and [4]) where the popularity of
the resources is reported. While there is a disagreement on the exact distribution
that describes the popularity of the resources (Zipf, lognormal, etc.), it can be
safely concluded that it is not uniform.

Therefore, an interesting debate has arisen lately on whether structured over-
lay networks can perform efficiently if non-uniform popularity of resources is ob-
served [15]. Apparently, structured networks perform equally well in any lookup
request, thus, providing upper bounds, though not exploiting effectively the
query frequency. Some hybrid approaches have been suggested to address this
issue, such as hybrid PIER [14] or OceanStore [22]. Though, in these hybrid
approaches the formation of two separate overlay networks is suggested, a struc-
tured one and an unstructured one to deal with unpopular and popular queries,
respectively. The shortcomings and weaknesses of these solutions are mainly (i)
the increased complexity, (ii) the additional maintenance cost that is out-of-
band, (iii) the lack of adaptability to both uniform and non-uniform distribu-
tions and (iv) the increased delay when the initial overlay network selection for
searching the resource fails and the fall-back alternative must be followed.

The aforementioned concerns are taken into account in the solution inves-
tigated in this paper. A simple though efficient mechanism is suggested that
capitalizes on the adequateness of caching resources following non-uniform dis-
tributions and the higher interest of the P2P users to a relatively small subset
of the available resources. It extends the capabilities of structured overlay net-
works without any additional maintenance effort and very low additional routing
cost compared to the original algorithms of structured networks in worst case



Caching Indices for Efficient Lookup in Structured Overlay Networks 83

scenarios where the cache is not properly updated. No extension of their sig-
nalling protocols is required, thus, avoiding increasing further the complexity of
their operation1. Merely, we invest on existing information collected through the
normal network operation to improve the routing performance. The observed
churn rate of the P2P networks, which is the most critical factor (together with
the popularity distribution) is considered in our simulation experiments. While
caching methods have been proposed for unstructured or hybrid overlay net-
works (cf. [17], [12]), they lack investigation on the structured counterparts.
Moreover, several caching mechanisms have been extensively used for increasing
the performance of Web technologies [1].

The rest of the paper is organized as follows. In Section 2 the proposed mech-
anism and its advantages, together with the related algorithms are presented.
Afterwards, the simulation experiments are described in Section 3, followed by
the related work in Section 4. The paper is concluded in Section 5.

2 Index Caching Mechanism

2.1 Basics

In the common design approaches of structured overlay networks, e.g. based
on Distributed Hash Tables (DHTs) [2], queries are forwarded via intermediate
peers towards the destination peer that is responsible for the part of the DHT
which includes the globally unique identifier (GUID) characterizing the query.
It is only the destination peer(s) that has the required information to reply to
the query. Such design is suitable for evenly popular items since there is non-
ambiguous mapping of the resources to the system and the workload is evenly
distributed. Thus, in such designs it is necessary to follow the whole path before
it is possible to match the query.

The common core functionality provided by the majority of structured overlay
networks could be described by the following basic operations:

1. The Routing operation that requires the construction of a routing table for
selecting the most ”promising” neighbor to forward the queries.

2. The Indexing operation that constructs and updates the necessary distributed
data structures for replying to queries.

3. The Maintenance operation that maintains the ideal network topology so
that the theoretical upper bounds for the communication cost in worst case
scenarios can be met.

Chord, Pastry and Tapestry are examples of structured networks that offer
the aforementioned functionality. However, Omicron [7] suggests an additional
function, that of caching to offer more efficient services, though it is proposed
as an optional functionality for systems dealing with non-uniformly popular re-
sources. The exploitation of the adequate design of the caching mechanism for
structured P2P networks is the focus of this paper.
1 Usually structured networks have more complex operation than their unstructured

counterparts.
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2.2 Mechanism Design

The rationale behind the caching mechanism is described as follows. Since peers
participate both in generating queries and routing them towards the destina-
tion, it may be advantageous to reuse the information gained from the replies
they received from locally generated queries. Thus, peers may provide directly
the position of the requested resource instead of forwarding the query until it
reaches the final DHT destination. Moreover, if peers monitor the popularity of
forwarded requests, they could additionally consider caching the most popular
of them provided that they hold the necessary indexing information. A simple
mechanism to develop such indexing knowledge is to modify the semantics of
the routing procedure. For popular requests, intermediate peers may consider
storing locally the incoming queries and generate identical ones (though origi-
nated at the intermediate peer) and forward them instead of the original queries.
The received replies can be used both to reply the stored pending queries and
to populate the local cache with useful and popular information. However, the
gathered information may be used for a maximum amount of time tTh that de-
pends on the peer uptime distribution [5]. In fact, tTh defines the maximum time
a cache entry can be used, thereby, providing a simple mechanism deal with the
high churn rate. Expired entries are removed from the cache after the tTh time.
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Fig. 1. Lookup operation using cache indices

The proposed scheme is illustrated in Figure 1 using a Chord-like structured
network. There, at time t1 peer Q1 queries for a resource indexed at peer D
(Figure 1(a)). Assume that peer I considers that the specific query is popular.
Then, instead of forwarding the query, peer I generates an identical query that
eventually arrives at peer D. Peer D replies to peer I, which both updates the
local cache and provides the reply to peer Q1. Apparently, peer Q1 may also
update its local cache if it considers the query popular. Afterwards, assume that
at time t2, with t1 < t2 < t1 + tTh (where tTh is the threshold time indicating
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that the cache content is valid with high probability), peer Q2 queries for the
same item and peer I is in the path towards peer D. In that case peer I provides
the cached information to peer Q2 immediately skipping the rest of the lookup
steps towards D (Figure 1(b)). Furthermore, peer Q2 may update its local cache
if it considers the query popular. However, in the latter case it is important to
consider the ”aging” of the information as it is not directly provided by peer
”D”, but from a cached index. Peer Q2 has to set the lifetime of the entry in the
cache to ´TTh = TTh − (t2 − t1).

Two important factors drive the design mechanisms of caching. First, the
scalability of the solution can be only provided if the size of the information that
is additionally requested by each peer is constant. However, this constraint is not
necessarily a practical limitation since this mechanism is designed to operate in
systems where a small portion of the resources is frequently requested. Thus, each
peer can locally decide which resources are popular by simply using a counter
and the elapsed time since the first accounted appearance to estimate the rate
of querying them and maintain the c most popular resources.

The second critical factor that has to be considered is the high churn rate of the
peers. Nonetheless, conditional reliability mechanisms [5] may reduce the side-
effects. Naturally, popular resources are being held by several peers. Assuming
that the responsible DHT nodes can provide back either the complete set of
these peers or an adequate subset of them, the intermediate peers have sufficient
information for locating a reliable peer that is still alive.

Key Frequency Indices

... ... ... Cc}
Expiration Pending queries

... ...

Window reset

...

Marked

...

Fig. 2. Abstract description of the cache structure

The proposed cache structure is illustrated in Figure 2. Each row contains
information for a single advertised resource. The first field includes the key of
the resource. The second field contains the Expiration timer set to the maximum
lifetime of the cache entry. As it has already been mentioned, to set the value of
the expiration time the ”age” of the index has to be considered. This mechanism
assumes that also the indexing mechanism uses an expiration timer to remove old
advertisements2. The third field is the Frequency field, which is a local counter
that indicates how many times a query for that item has arrived on the particular
intermediate peer. The value of the counter is reset periodically and the Window
reset field stores that time. The fifth field includes the list of collected Indices
about peers that posses the requested resources and may be directly contacted.
2 JXTA [28] is an example of a widely acceptable system that utilizes expiration timers

to remove old advertisements. The owners of the advertisements are responsible to
re-advertised their services and resources.
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The subsequent field contains the list of the Pending queries for this resource.
Finally, the Marked field indicates that the cache replacement algorithm has
selected this entry to be removed from the cache. However, the list of pending
queries for this resource is not empty and the deletion of the selected entry has
to be delayed until the reply will be received and the pending queries replied.

Further, an additional characteristic that may be successfully exploited to in-
crease the efficiency of the structured networks is the fact that peers are also
owners of resources. In cases where the requested resource is being hold locally
on the intermediate peer it can be safely provided to the requestor. It may be
additionally argued that instead of developing the index caching mechanism,
intermediate peers can provide the requested resources themselves. Neverthe-
less, this possibility is application depended and many factors (e.g. copyrights,
technical limitations, system design) have to be considered. Moreover, if further
constraints apply (e.g. find a resource or service provider in the closest vicinity
to the requestor) this solution may not provide optimal performance.

2.3 Algorithms

Several cache replacement policies have been developed to fit to the requirements
of different problems (cf. least frequently used (LFU) [23], least recently used
(LRU) and LRU-K [19]). In fact, the replacement policy adopted for the indices
cache on each peer is a variation of the LFU algorithm, which is further enhanced
with timeouts on the maximum lifetime of each entry. The latter improvement
is mandatory for capturing the dynamics of P2P overlay networks. The pseudo-
code of the LFU variation is provided in Algorithm 2.1. If there is an entry with
0 popularity and no pending queries, then this entry is removed. Otherwise, the
least popular entry is returned3.

Algorithm 2.1: LFU Replacement(cache, pendingQueries)

found = cache.get(1)
for i ← 2 to cache.size()

do

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

queryList = pendingQueries.remove(i)
if (cache.get(i).popularity == 0 and queryList.isEmpty())

then

{
cache.remove(i)
return (null)

else if (found.popularity > cache.get(i).popularity and
( not cache.get(i).isMarked()))

then
{
found = cache.get(i)

return (found)

The pseudo-code for filling a cache entry with information obtained from a
reply is listed in Algorithm 2.2. Upon the reception of the reply all the pending

3 The popularity of an entry on a particular peer is calculated by the number of related
queries traversing this peer over the last time window.
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Algorithm 2.2: FillCacheEntry(cache, entry, pendingQueries)

queryList = pendingQueries.remove(entry.ID)
for i ← 1 to queryList.size()

do

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

lookupMsg = queryList.remove(1)
lookupMsg.setDestination(lookupMsg.initiator)
lookupMsg.setSender(localGUID)
lookupMsg.setV alue(entry.value)
replyMessage(lookupMsg)

if (entry.isMarked())
then

{
cache.remove(entry)

else
entry.setV alue(srcs)

Algorithm 2.3: GetCacheEntry(cache, id, pendingQueries,msg)

entry = cache.get(id)
if (entry == null)

then

⎧⎨
⎩

entry = createNewCacheEntry(id, null)
cache.put(id, entry)
return (entry)

if (entry.hasExpired() and ( not entry.isMarked()))

then

⎧⎨
⎩

cache.remove(id)
entry = createNewCacheEntry(id, null)
cache.put(id, entry)

else
entry.updateUsage()

if (entry.frequency > FREQUENCY THRESHOLD and
entry.getV alue == null)

then

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

queryList = pendingQueries.get(id)
if (queryList.isEmpty())

then

{
lookupMsg = createLookupMessage(id)
forwardMessage(lookupMsg)

queryList.add(msg)
if (cache.size() − marked >= MAX CACHE SIZE)

then

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

removed = LFU Replacement(cache)
queryList = pendingQueries.remove(removed.ID)
if (queryList.isEmpty)
then

{
cache.remove(removed)

else
removed.mark()

return (entry)

queries are further replied. Moreover, if the cache entry is not marked, it is filled
with the received indexing information.

Finally, the pseudo-code for retrieving a stored entry from the cache is listed
in Algorithm 2.3. If the stored entry is older than a safety time threshold (that
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is set based on the expected peer uptime) the entry is removed and a new one
is created, otherwise the frequency field is updated. Further, if the frequency of
the query is higher than a threshold then, the message is stored as a pending
query and a new lookup message is being created for the queried GUID, if this
is the first pending message4. Moreover, if the size of the cache has exceeded its
maximum value, the least frequently used entry is either removed if no pending
queries are present or is marked for deletion at the arrival of the reply.

3 Evaluation

3.1 Experiments Description

The goal of the simulation experiments is to evaluate the performance improve-
ment of the Chord network using the proposed indices cache mechanism and
compare to the original network.

The simulation experiments have been performed using a general purpose
discrete event simulator for P2P overlay networks [6]. The population of the
peers is consisted of 4096 peers distributed randomly over a Chord ring with key
range of 65536. Peers and resources share the same key range. Each experiment
lasts approximately 30 minutes of simulation time. Peers randomly select a re-
source to query every 20 seconds (asynchronously from each other). The process
is repeated for 80 times resulting to a total number of approximately 327000
queries.

Peers start requesting the resources after a certain stabilization period. The
probability distribution of the resource selection follows a lognormal distribu-
tion with parameters μ = 0.82 and σ = 2.9 following the guidelines in [4]. The
selection of the lognormal distribution over the Zipfian distribution is motivated
by the greater challenge of the former since the popularity of the resources is
more widely distributed. The implemented lognormal generator produces ran-
domly selected GUIDs limited to the aforementioned key range. On average,
approximately 4000− 4100 different keys are generated on each run.

Figure 3 displays a representative cumulative distribution of the resource pop-
ularity, where the resources are sorted from the most to the least popular. From
this figure, it can be concluded the first 25 most popular resources contribute to
approximately 80% of the query load. Thus, an equivalently small cache size is
adequate to store them and achieve high performance, provided that the popular-
ity identification algorithm operates correctly. Nevertheless, in real experiments,
the cache size may have to be bigger to capture effectively the popular resources
since the key range may be considerably larger.

3.2 Results

In this section the measurement observations of the simulative experiments are
reported. Figure 4 displays the reduced routing communication cost in terms
4 In this case, it should be noted that the returned entry contains no indexing infor-

mation to indicate the status of the query to the routing mechanism.
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Fig. 3. Cumulative resource popularity distribution
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Fig. 4. Cache routing load as a percentage of the original Chord network

of required overlay traverse steps as the percentage of the communication cost
of the original Chord network, as a function of the expiration timeout. Two
different experiments have been selected:

1. Experiment A, where the FREQUENCY THRESHOLD is 5, the max-
imum cache size is set to 80 and the frequency counter is reset every 200
seconds.

2. Experiment B, where the FREQUENCY THRESHOLD is 3, the maxi-
mum cache size is set to 300 and the frequency counter is reset every 100
seconds.

We can observe that the total communication load for query routing can be
considerably reduced using the caching mechanism down to 50% of the original
load.

Moreover, peers responsible for popular resources may become ”hot spots”
and potential bottlenecks of the system. By utilizing the cache mechanism the
load for replying to the queries is getting more evenly distributed. Figure 5(a)
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displays the load balance in the original Chord network, while Figure 5(b) shows
the query replying in the cache-enhanced Chord network. It should be noted
that the vertical axis is logarithmically scaled. Moreover, many peers reply with
cached values which are not considered in this figure.
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(b) Cache-enhanced Chord network.

Fig. 5. Load distribution for replying queries

4 Related Work

OceanStore [11] is a P2P storage system built on top of Tapestry [29] to take
advantage of its scalable lookup capabilities. However, OceanStore, employs an
additional probabilistic mechanism based on attenuated Bloom Filters [3], re-
sulting to a hybrid solution for improving Tapestry’s routing performance when
the popularity of the queries is not uniform [22]. In the context of the OceanStore
algorithm, the first Bloom filter (located at position ’0’) is a record of the objects
contained locally on the current node. The ith Bloom filter is the union of all
of the Bloom filters for all of the nodes a distance i through any path from the
current node. An attenuated Bloom filter is stored for each directed edge in the
network. A query is routed along the edge whose filter indicates the presence of
the object at the smallest distance. When the fast probabilistic algorithm fails to
provide the requested results, OceanStore activates the Tapestry routing mecha-
nism to forward the request to the final destination. However, the routing cost is
increased when Bloom Filters provide false replies. Moreover, the maintenance
of two different overlay networks increases considerably the operational cost of
the system (both overlays are based on proactive mechanisms).

Hybrid PIER [14] is an overlay network designed to improve the performance
of PIER [10] when looking up for popular resources. It is composed of two
components, (i) an UltraPeer-based Gnutella network5 and (ii), a structured
Content Addressable Network (CAN) [21] where only UltraPeers participate.
The hybrid search infrastructure utilizes selective publishing techniques that
identify and publish only rare items into the DHT (decided by the UltraPeers).
The search algorithm uses flooding techniques for locating popular items, and
structured (DHT) search techniques for locating rare items.
5 Based on Gnutella v0.6 protocol.
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Caching mechanisms have been also utilized in P2P storage systems such as
PAST [25], which is deployed on top of Pastry, a structured overlay network.
The goals of the caching mechanism in PAST are (i) to minimize client access
latencies, (ii) to maximize the query throughput and (iii) to balance the query
load in the system. However, the utilized caching management system deals with
the stored content and not with the indexing mechanism, which is the focus of
this paper.

In addition, the use of caching has been investigated for the case of unstruc-
tured P2P overlay networks. Markatos [17] exploits network locality in unstruc-
tured networks (i.e. Gnutella) using caching mechanisms. Peers cache received
replies and provide them to other peers sending similar queries instead of further
forwarding the queries. Therefore, the overall traffic is reduced. Similarly, Liu et
al. [12] investigate the reduced traffic and response time when caching the re-
sults, using simulation based experiments. Boykin et al. [4] study the statistical
properties of queries in Gnutella-like systems and provide analytical results on
query cache performance.

5 Conclusions

While caching has been extensively used in Web technologies and in unstructured
P2P overlay networks, it has not received sufficient attention for structured P2P
network approaches. The adequacy of caching popular indices in intermediate
peers along the paths towards the responsible indexing peer(s) for structured
networks is demonstrated in this paper.

The proposed caching mechanism reduces significantly the routing cost in
structured P2P networks. Compared to alternative proposals, the achieved per-
formance improvement is combined with a set of attractive features. Since the
mechanism is locally applied to peers it can be incrementally deployed. Moreover,
there is no need to introduce multiple specialized overlay networks operating in
parallel or additional protocols to update the cached information.

Though this work identifies the critical parameters that have to be considered
for the caching problem, there are several issues that can be further developed.
Selecting the optimal values for the critical parameters can improve even further
the observed performance. Moreover, a mechanism to adapt the values of the
parameters to the dynamics of the network has significant practical and theo-
retical interest. Finally, different cache operation algorithms may provide better
results in certain scenarios. The problem requires further analytical investigation
to understand better its dynamics.
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Abstract. Achieving interoperability and automation in job execution
is of utmost importance for next generation e-Commerce applications.
This paper proposes a design that integrates three prominent technolo-
gies: intelligent software agents, peer-to-peer networking and the Seman-
tic Web. SeMPHoNIA is an architecture for an agent-based marketplace,
utilizing knowledge from RDF product repositories, in an open peer-to-
peer environment. The platform defines the basic stages of the process of
e-trading, facilitating users in closing deals in automated manner. The
implementation of our approach is demonstrated in the context of auc-
tion scenarios. A performance evaluation of the system is also presented.

1 Introduction

The emergence and rapid development of electronic commerce has influenced
many fields of human activity and business industry, providing a gravity well,
which pulls a variety of diverse technologies and novel research efforts into closer
collaboration. Recent years have seen an enormous increase in the role of infor-
mation technology in markets, in particular the emergence of electronic market-
places [2]. The current economic trading sphere is structured on top of an open,
distributed, heterogeneous and, most often, unreliable environment.

Human participants are still actively involved in all stages of the buying pro-
cess. As the trend of e-Commerce continues though, an inevitable growth in the
number and features of on-line markets is observed, causing the task of moni-
toring and effective decision-making to become trivial and time-consuming for
humans. The increasing degree of heterogeneity and sophistication on both the
business and the customer side will cause interoperability and automation of ex-
ecution to become the most challenging tasks that next generation e-Commerce
applications will face.

In this paper we introduce the design and implementation of a system, called
SeMPHoNIA (Semantic Marketplace of Peers Hosting Negotiating Intelligent
Agents), for addressing issues of current e-trading [13]. The system integrates
and exploits three enabling technologies, namely intelligent software agents, peer-
to-peer systems and the Semantic Web, into a unified platform. It is an architec-
ture for an agent-based virtual marketplace structured on top of a peer-to-peer
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network, utilizing semantic approaches. SeMPHoNIA could be considered as
what [6] describes as the third key actor in agent-mediated e-Commerce appli-
cations, apart from buyers and sellers: the market owner, an environment that
sets and controls the rules, in which buyers and sellers trade. The implementa-
tion of our approach is demonstrated in the context of auction scenarios. The
platform is intended to facilitate users in discovering and bidding across multiple
interrelated auctions with varying start and end times and protocols.

The rest of the paper is structured as follows. Section 2 presents an analy-
sis of SeMPHoNIAs architecture and components. Section 3 introduces a num-
ber of additional functionalities. An evaluation of the platforms performance is
presented in Section 4. Related work is discussed in Section 5 and the paper
concludes in Section 6 with final remarks.

2 SeMPHoNIA Platform Architecture

The SeMPHoNIA platform models aspects of market mechanisms that represent
a common interaction medium for users on the Internet. It integrates three preex-
isting technologies; JXTA [8] for configuring the peer-to-peer network, Grasshop-
per1 [4] for managing the multi-agent character of the system and ICS-FORTH
RDFSuite [7] for exploiting technologies of the Semantic Web. The JXTA Engine
module is responsible for implementing JXTA protocols to allow the application
to function as a peer, collaborate with other peers and deploy peer-to-peer ser-
vices. The Grasshopper Middleware module is the component that undertakes
the role of automating the negotiation procedure by creating, controlling and
monitoring software agents that represent human users. Finally, the Semantic
Search Engine module facilitates semantic publish and discovery of products on
the network, exploiting software tools provided by the ICS-FORTH RDFSuite,
such as RDF validation, storage and querying [1].

Three distinct layers of functionality synthesize the platforms behavior; its
semantic, its multi-agent and its peer-to-peer character. Before going into details
regarding the platform as a whole, we elaborate on the different layers and their
role in the system.

2.1 Semantic Character

Traditional Web-based product searching based on keywords seems insufficient
and inefficient in the ”sea” of information [10]. Especially in e-auction sites,
the current trend of searching numerous catalogues of available products is a
rigorous procedure. Instead, next generation e-markets should be able to han-
dle customer queries, such as ”Find all running English or Vickrey auctions of
1 IKV++ Technologies AG has recently announced its desire to abandon further devel-

opment efforts concerning the Grasshopper platform (fall 2004). This has no impact
on SeMPHoNIA whatsoever, since it does not depend on any specialized aspects
of Grasshopper. In fact, our next version of the system is developed using JADE
(http://jade.tilab.com/), which is also a FIPA-compliant multi-agent platform.
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paintings created by impressionists of the 16th century”. Ontologies have shown
to be the right answer to knowledge structuring.

The SeMPHoNIA project applies to an open and heterogeneous environment.
For that purpose, we have developed two types of ontologies; process ontologies,
which are specifically about auction-related concepts and relations, as well as do-
main ontologies, which enrich product descriptions with metadata to accurately
describe their features. The former type serves transactional needs, while the
latter covers informational needs for product specifications. More specifically,
each item or auction session, is semantically described by a set of ontologies. Re-
tailers relate products with a specific domain and provide metadata about them
in the corresponding domain ontology. The auction ontology, on the other hand,
captures the characteristics of a particular auction session combining knowledge
from auction protocols and other common trading concepts to specify the con-
text, in which the system operates. It is used to model all information needed by
an auctioneer to initiate a new auction session and for a customer to determine
a desired session based on criteria, such as brokers identity, payment etc.

It has been argued that until now systems based on centralized ontology
schemes suffer from difficulties concerning development and maintenance [16].
Instead, the SeMPHoNIA infrastructure takes advantage of locally stored ontolo-
gies sharing common schema representation. The concept behind this design is
to use RDF-based reasoning for discovering, matching and filtering auction ses-
sions between peers. Ontologies structured in the platforms environment provide
the necessary semantics for all entities and agents, both human and software,
to share a common understanding of the world and the rules that govern it.
RDFS as a means of knowledge representation, as well as RDF schemas sizes
and morphologies have been studied in [11].

To allow product searching and enhance communication, ontology publish-
ing and querying techniques have been developed. Ontologies are published on
the network using both the products domain and URI. Thus, general search-
ing is supported that can result to a collection of domain-specific ontologies,
each of which is linked with the corresponding auction ontology, or on the other
hand, focused searching is possible, which returns specific product descriptions
and auction sessions. Querying is performed using RQL [9], a typed language
following a functional approach, which supports generalized path expressions,
featuring variables on both labels for classes and properties. RQL is considered
the most complete RDF query language in comparison to other popular ones,
according to elicitations extracted from recent evaluations ( [5]). Software agents
forward RQL queries directly to the desired local ontologies.

2.2 Multi-agent Character

Agent technology represents a flexible way of conceptualizing and implementing
e-Commerce transactions. The ability of agents to exhibit automation in job exe-
cution, mobility, communication and collaboration with other agents is exploited
in SeMPHoNIA to reduce the tremendous time and human resources invested
in on-line trading. Specifically, agents are used to facilitate the connection of
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buyers and sellers and to automate the process of negotiation in the context of
auction scenarios. In SeMPHoNIA, users may decide to participate in multiple
auctions at the same time, when the result of one auction may affect the action
taken for the other. Agents automate bidding actions and make inferences for
determining the optimum path, when interrelated auctions are involved, based
on the human users preferences and on their local knowledge.

We identify three types of agents operating in the SeMPHoNIA platform: A-,
C- and CL-agents. The A-agent (Auctioneer agent) is the auctioneers represen-
tative in the SeMPHoNIA network. It surveils and coordinates the execution
of a specific auction and is responsible for the enforcement of rules governing
the negotiation among all involved parties. The A-agent is aware of its owner’s
preferences, such as the auction’s type, reserve price, etc. This information is cap-
tured at the ontology that the user publishes. The agent also declares auction
termination and announces winning offers, according to the negotiation rules.

Customers in SeMPHoNIA may initiate one or more auction sessions, partic-
ipating concurrently in one or more auctions in each of them. Each session has
one coordinator agent, the C-agent (Customer agent), whose role is to manage
the distinct sub-tasks that a session is decomposed into. This agent represents
the users intelligent interface to the system, because it performs the necessary
actions to achieve the goal of purchasing the desired product with the best to
its owner profit among all auctions that it monitors. The C-agent controls the
allocation of bids across auctions, relying on information about their progress
and on its internal strategy, but does not participate in any of them directly.

CL-agents (Clone agents) are the actual participants in auctions conducted in
the SeMPHoNIA marketplace. These agents are created by the C-agent, inher-
iting the initial knowledge concerning the users preferences, i.e., the maximum
price they are allowed to spend for an item, the number of items they should
intend to acquire etc. They react to notifications sent by both the A-agent, in-
forming them about the progress of the auction they participate in, and the
C-agent, instructing them to continue bidding or postpone their execution, in
case this serves best the sessions evolution. CL-agents are specialized according
to the type of auction that has been assigned to them (English, Vickrey etc.)
and the bidding strategy that the user intends to follow (aggressive, last-minute
bidding etc.). They all possess the primal attributes and knowledge of the corre-
sponding C-agent, but present specializations in their behavior, justifying their
characterization as clones of the C-agent.

The structure of the multi-agent layer, along with the basic interactions be-
tween the various components, is presented in Figure 1. The structure of the
distributed agent environment is composed of agencies and places. An agency
is the actual runtime environment for agents and may be initiated on different
hosts on the network. A place provides a logical grouping of functionality inside
an agency. An important aspect of the multi-agent layer is that it takes advan-
tage of the mobility features of agents for enhancing performance. CL-agents
migrate to the place, where the auction is conducted, in order to communicate
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Fig. 1. The multi-agent component

locally with the A-agent, eliminating network latencies. Therefore, a C-agent
may have multiple clones scattered across different agencies on different peers.

2.3 Peer-to-Peer Character

The functionality of the previously mentioned multi-agent layer is superimposed
on a peer-to-peer network structure, that harnesses the computing power of ca-
pable peers (resource sharing) and impels efficient ontology distribution across
nodes (knowledge sharing). SeMPHoNIAs peer-to-peer network is a typical
asynchronous-message-passing super-peer system that implements the auction
marketplace environment. Performance measurements in super-peer networks
( [18]) have revealed the potential to combine the efficiency of a centralized
search with the autonomy, load balancing and robustness provided by distributed
searching. Since computing demands focus on agent operations, our concern is
to distribute agencies across peers in the network.

Three are the basic types of SeMPHoNIA peers: customer, auctioneer and
operator peers. Customer and auctioneer peers serve as single end users. Auc-
tioneer peers have the additional functionality of publishing their ontologies on
the network. Therefore, they are always accompanied by an ontology database,
along with the corresponding RDFServer, which acts as a mediator between the
database and the network. All simple peers are able to cache messages and route
them over all other peers in the cluster that they are connected to.

The third type of peer is the operator peer that acts as super-peer and pro-
vides zero or more agencies to the platform. Simple peers are connected to one
or more operator peers to ensure greater reliability and scalability. Since het-
erogeneity is a feature of peer-to-peer networks that can become profitable, if
taken into account, we consider operator peers to be nodes with high availabil-
ity and computing resources. Thus, they supply the medium, where all auction
operations take place. Operator peers interconnect forming a backbone of peer
clusters, so that whenever an operator peer leaves the network all agents running
on its agencies migrate to another operator. Besides, this interconnection allows
bridging remote clusters and permits the application of message propagation
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algorithms to the underlying peers of each cluster, avoiding message flooding to
the entire network.

SeMPHoNIA peers advertise their services in language-neutral metadata
structures, represented as XML documents, called advertisements. Advertise-
ments are the basic unit of data exchanged between peers providing information
about available resources. All peers contribute to increasing the level of con-
nectivity to the overall network, by caching locally XML advertisements and
automatically delivering them to interested peers upon request, without any
need for human intervention. Advertisements are published inside a peer cluster
and are additionally broadcasted between operator peers. Thus, a simple peer
searching for available ontology advertisements of a specific domain broadcasts
the request to peers in its cluster and to the operator peers that is connected to.

An important notion of the SeMPHoNIA peer-to-peer architecture is its peer
grouping concept. Peer groups are used to promote trusted services, by seg-
menting the network space into distinct communities of peers participating in
an auction. For every auction listed on the network a new peer group is created
by the auctioneer peer and whenever a customer decides to participate in an
auction, it must first join the corresponding peer group. Only after the admis-
sion is granted, the peer is allowed to send agents to the auction place. This
authentication mechanism applied for joining peer groups before registering in
auctions can be extended to restrict entrance to specific members, provisioning
the creation of private or secure auctions, based on criteria, such as peer rep-
utation. We believe that security issues are better handled at the peer-to-peer
layer than at the multi-agent layer, due to the ability to combine restriction
mechanisms from both the lower physical level (encryption, authentication) and
the higher software level (trust models, trust content).

2.4 SeMPHoNIA Platform

The previously described functionalities of the system are integrated in the SeM-
PHoNIA platform to implement a complete and well-defined e-trading environ-
ment. This section presents how the different layers of functionality co-exist and
collaborate to synthesize the overall system infrastructure.

Figure 2 displays a snapshot of the system state at a random moment. The
middle part shows a fraction of the peer-to-peer network. Simple peers connect
with operator peers, which in turn interconnect with each other to form a net-
work of main channels. Advertisements travel between peers on the same cluster
or between operator peers and are cached at various nodes throughout their
path. These advertisements may describe resources, such as product domains,
ontologies, auction peer groups, agency addresses or just the presence of peers.
The lower part of the image depicts the correspondence between auctioneer peers
and their own auction peer groups, indicated by dashed-dotted lines. Auctioneers
may create multiple peer groups, one for every auction they conduct. This layer
also shows the virtual presence of customer peers in each peer groups. Last, the
upper part displays the multi-agent layer of the system, which is the component
that implements all auction sessions. The dashed-dotted line here implies the
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Fig. 2. SeMPHoNIA platform elements, relations and interactions

relation between an operator peer and the agencies it offers. The other peers cre-
ate places for supporting negotiations and agents that travel between agencies.

3 Advanced Features

SeMPHoNIA is a virtual market architecture that includes numerous advanced
features for supporting users in accomplishing electronic negotiation tasks. This
section discusses some additional facilities that the platform integrates, which
provide the supplementary infrastructure needed to become a complete system.

3.1 Statistical Information Support

The history of bidding of a product and the auction statistics have gained im-
portance over the years, due to the increase in Internet-based auctions. This
information is valuable for future auctions, for assisting bidders in specifying
appropriate bids and sellers in setting the base prices. Currently, none of the
on-line auction sites give any information of such kind.

The SeMPHoNIA platform provides a special type of agent, whose role it to
yield feedback of previous auctions and produce valuable auction statistics. This
agent, named as S-agent (Statistical agent), automates the process of monitoring
auctions. It follows the same interaction mechanism as C-agents; it creates CL-
agents that travel to the remote place, where the auction is running, recording its
progress, while the master agent coordinates the session and extracts statistical
data obtained by all the clones. Auction statistics may include average winning
bids, price convergence behavior, equilibrium price, progress of bidding etc.
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3.2 Agent Reasoning

SeMPHoNIA agents exhibit intelligent behavior. Regardless of their type, their
most important components are the communication module and the inference
engine. Due to space restrictions we only examine the latter.

In SeMPHoNIA, the most challenging task that agents are called to accom-
plish is that of bidding across multiple auctions with varying start and end times
and varying protocols, attempting to ensure that at most one of the desired items
will be purchased , thus procuring the best deal for the customer. The agent re-
sponsible for managing this task is the C-agent. Therefore, the implementation
of a sophisticated reasoning behavior for the C-agent is of vital importance for
the success of a profitable auction participation.

Our current approach is indicative and can be used as a reference point for
implementing more advanced strategies. The C-agent is designed to manage
multiple CL-agents and decide which of them should bid and which should wait,
according to the progress of their auction. Four are the basic constraints that the
C-agents logic mechanism is designed to comply with: Singularity Constraint ;
among clone agents, only one is allowed to be active at any particular moment
and, thus, permitted to place bids in its auction. The rest are set at a stand-by
mode, waiting for the C-agent to activate them. Exclusiveness Constraint ; while
the active clone holds the maximum bid in its auction, no other clone can be set
active, ensuring that no purchase at more than one sessions can be accomplished.
Optimum Path Constraint ; the intention is to always select as active the agent
that stays on the optimum path among all bidding sessions, meaning that it is the
one that maximizes the C-agents utility function. Eligibility Constraint ; clones,
while active, persistently pursues to hold the maximum bid of their auctions,
until reaching the offer limit, ensuring that if a purchase is profitable and it will
be accomplished.

3.3 Flexibility in Applying Custom Strategies

The design of SeMPHoNIAs agent architecture offers flexibility and extensibility.
Program developers can build custom strategies by creating new CL-agents with
advanced reasoning mechanisms. Application developers can manipulate CL-
agents as black boxes and utilize custom-built CL-agents to enhance interaction
with the system, without any need to re-design the entire negotiation template.

As a proof of concept of this design, apart from the popular iterative English
auction and the single-cycle Vickrey auction, both of which rely on a central
auctioneer to direct the session, in the context of the SeMPHoNIA project we
have developed a peer-to-peer continuous auction. The vast majority of on-line
auction houses perform centralized auctions, in which clients do not negotiate
with each other, but rather with the auctioneer exclusively, who distributes in-
formation about offers among them. However, peer-to-peer auctions receive in-
creasing attention, due to the absence of a central role and the drawbacks that
this scheme implies, as identified in [12]. In our peer-to-peer auction agents ne-
gotiate in pairs. Participants register in the auction and seek a random party to
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negotiate with. The negotiation between any two agents is private, the winning
offer, though, is announced to the other participants and to the A-agent, in order
to update, if necessary, the current maximum offer of the auction. The A-agent,
throughout the evolution of the auction, preserves a passive role, guarding the
valid execution of the auction rules.

What is interesting is that the extension of the system with new negotiation
protocols, even when they present such vast differences as centralized and peer-
to-peer auctions, requires no modification in the platform. For the generation of
the peer-to-peer auction the only action required is the creation of the specialized
peer-to-peer CL-agent and the expansion of the A-agents auction ontology to
acknowledge the existence and features of such auctions. Neither the C-agent
nor the A-agent needs to have the protocol hard-coded explicitly beforehand.

4 Performance Evaluation

This section discusses the performance study of SeMPHoNIAs agent design. We
limit the demonstration of our evaluation on the multi-agent layer, for the sake
of clarity and expressiveness of results. The hypothesis that we seek to evalu-
ate is that our proposed negotiation scheme is scalable and performs efficiently
in a wide range of conditions. We measure the performance of our platform
in terms of negotiation rate and utilization factor (messages processed per sec-
ond). Following are the results obtained by running several test cases, including
simultaneous progression of multiple auctions.

To retain a common base line for our evaluations, each C-agent was given
a random maximum asking price ranging from 1 to 500 units and all English
and Peer-to-Peer auctions were evolving using an incremental step of 5 units
(we refer to such auctions with the abbreviation 500/5). All participants join
the auctions before their opening. In addition, we chose to implement the most
demanding scenario, where CL-agents inform their C-agents at every new bid
notification, reducing their performance, but increasing efficiency.

Our first measurement concerned memory demands. For a typical Java Virtual
Machine memory allocation (64Mb) a single operator peer can handle up to 600
agents, before running out of memory. If we consider the fact that the majority
of auctions held on eBay, the largest consumer-to-consumer auction site, have
an average of 20 to 40 bidders [19], then a single operator peer can host up to 15
parallel auctions. This we believe is a very satisfactory number for a distributed
system, such as SeMPHoNIA, which is designed to allocate services at multiple
peers across the network. Besides, it is also possible to extend the amount of
memory that JVM utilizes during a single execution, depending on the hosts
specifications.

The first set of test cases investigates how the behavior of the system changes
as we increase the number of agents negotiating, during a single auction. We
consider the English 500/5, the Peer-to-Peer 500/5 and the Vickrey auctions.
Figures 3a and 3b display the time needed for each auction to converge to the
equilibrium price and the computational needs, respectively. Although time itself
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Fig. 3. a) Single-auction convergence rate, b) Utilization factor for a single auction, c)
Multi-auction convergence rate, d) Number of active clones changed in a session

is not a metric, since it depends on the hosts characteristics, the diagrams are
useful in studying the systems scaling, when reaching its memory limits. What is
interesting in these diagrams is that the systems performance as load increases is
satisfactory, even when it reaches its limits. In particular, the utilization factor
increases up to a certain upper limit and then starts diminishing. This upper
limit is the point at which the maximum number of messages can be processed,
maximizing the performance gain. Below that point, the computational needs
are so great that no resources are available for handling all messages arriving
or departing. We measured that the utilization factors upper limit is reached at
around 90 agents for the English auction and 200 agents for the peer-to-peer
auction (we note that the behavior of these two type of auctions agree with
observations made in [12] simulating negotiations with 2,500 to 160,000 agents).

The second set of test cases considers the parallel execution of multiple English
500/5 auctions that start simultaneously. Figure 3c compares the convergence
rate in 2 and 4 parallel auctions. No significant difference is observed when few
bidders are present. When this number increases, though, we see that bidding
in only two auctions is less efficient than bidding in four. To understand why
this holds, we need to investigate the behavior of agents in each case. Figure
3d explains how they behave in parallel auctions. When only two auctions are
running, C-agents tend to focus on only one of them, resulting in a scheme
where bidders are split between the two and behave as if only one were active.
This causes the auctions to take more time to converge. Increasing the number
of concurrent auctions, parallelism is improved. The reason why parallelism is
not promoted with two auctions is because new offers are accepted faster than
required for an agent to infer whether to change its current auction or not.
Especially when the number of participants becomes high (more than 160), the
computational needs increase as well, causing greater latencies in the time it
takes for an agent to decide on an action.
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5 Related Work

The SeMPHoNIA project addresses issues that extend to most phases of e-
trading, exploiting technologies concerning multi-agent, peer-to-peer and the
Semantic Web areas. Several projects deal with some of those issues, but few
confront the problems of heterogeneous distributed negotiating environments in
their entirety.

The Travel Agent Game in Agentcities (TAGA) [14] is a general framework for
running agent-based market simulations that extend and enhance the Trading
Agent Competition (TAC) [17] scenario. TAGA runs on an open, multi-agent
environment based on FIPA compliant platforms and uses Semantic Web lan-
guages and tools (RDF and OWL) to specify and publish the underlying com-
mon ontologies [20]. TAGAs objectives are very much in common with those
of SeMPHoNIA; it offers an environment for exploring agent-based trading in
dynamic markets, it supports semantic querying and publishing and it allows
users to create their own reasoning mechanisms for their agents. TAGA offers a
controlled environment, specialized in settled trading scenarios and based on a
centralized infrastructure. SeMPHoNIA, on the other hand, provides openness
and interoperability and is based on a peer-to-peer structure that approximates
more realistic matchmaking and trading mechanisms. Moreover, SeMPHoNIA
places emphasis on local negotiations between agents of remote peers, achieving
efficiency in trading, as well.

Outside of, but related to, the auction scenario, automated negotiation rep-
resents an important issue of the SeMPHoNIA project. [15] attempts to address
the problem of automated agent negotiations in open environments, where the
negotiation protocols are not known beforehand, but instead the host advertises
the type of protocol regulating the interaction. A shared ontology of protocols
is defined based on the idea that some general concepts are present in any nego-
tiation protocol. Moreover, a method ontology, written in DAML+OIL, aims at
modelling knowledge about the interactions between agents on how to perform
a task. SeMPHoNIA is able to integrate similar techniques. It should be noted,
though, that it is still at an early stage of development and other issues need to
be investigated, such as completeness of ontological protocol representations.

6 Conclusions

We have presented the design and implementation of SeMPHoNIA, a system
that integrates three emerging technologies; intelligent software agents, peer-
to-peer networking and the Semantic Web. Our primary motivation has been
to demonstrate the power of combining these three technologies in facilitating
human participation in next-generation e-Commerce transactions. The system
realizes auction scenarios as a general negotiation framework, while maintaining
a flexible design that allows experimenting with new techniques.
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Abstract. This paper describes a multi agent system (MAS) for distributed com-
position of Semantic Web services. Since our system is intended to function in
highly dynamic environments, where heterogeneous agents rapidly join and leave
the system, we consider P2P approach as most suitable for facilitating agent and
service discovery. The MAS is based on Chord P2P network, which allows the
MAS to dynamically publish and locate available Semantic Web services, which
are specified with OWL-S. In order to compose new Web services from existing
ones, agents apply symbolic reasoning in a cooperative problem solving manner.

Keywords: Semantic Web services, multi-agent systems, P2P.

1 Introduction

The increasing popularity of P2P systems (such as Overnet, Kazaa and Gnutella) for
file sharing, indicates general interest in resource sharing. However the current P2P
systems suffer at least from two drawbacks. First, they are mostly designed for sharing
either data or CPU power, but not both in the same system. Moreover, in the case of CPU
sharing, the executable computational processes are expected to be known a priori for
each participant (like in SETI@Home). Second, the current P2P network nodes still lack
a degree of proactivity, which would provide higher degree of autonomy, rationality and
fairness.

In contrary, multi agent systems (MAS) still seem to lack enough capabilities to re-
organise themselves in dynamic environments. In particular, despite of the intelligent
behaviour assigned to agents, MAS architectures are currently mostly designed manu-
ally. Therefore combining MAS-s and P2P networks would extend the capabilities of
both architectures.

Recently many articles, related to automated composition of (Semantic) Web ser-
vices [1, 2], agent technologies and P2P networks [3, 4, 5, 6, 7] (see Section 7 for a
review) have been published. Although many of them [8, 9, 10, 11, 12] discuss a com-
bined approach, to the best of our knowledge there are currently no systems available,
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which apply agent technologies to distributed composition of Semantic Web services
over structured P2P networks.

Our goal is to construct a system, which would allow users to seamlessly integrate
the available Web services and support the exchange data. Emergence of the Semantic
Web has resulted in a uniform view to data and computational resources. Describing
both data and Web services as semantic objects allows to move from data sharing and
service sharing to resource sharing in a unified infrastructure. We are going to exploit
this uniform view while discovering particular resources in our system.

In this paper we describe an implementation of a MAS where agents cooperatively
apply distributed symbolic reasoning for discovering and composing Semantic Web ser-
vices. A structured P2P network is used to self-organise MAS infrastructure for efficient
resource discovery.

Using a Semantic Web service description in an OWL-S-like language significantly
increases to amount of semantic information available for discovering requested ser-
vices. In addition, if no services satisfying user requirements are found, then coop-
erative problem solving (CPS) is applied for dynamic construction of new composite
Web services. The general structure of our system, supporting Semantic Web services
composition, is depicted in Figure 1.

P2P network

Translator
Profile

OWL−S Service−

LL PD Engine

OWL−S Service−
Model

Domain
Ontology

MAS for CPS

Internet

LL proof LL formulae

Web service composition

Fig. 1. The system architecture

Our Web service composition process reads input (available atomic Semantic Web
services and the requested one) from OWL-S ServiceProfile, transforms it into Lin-
ear Logic (LL) formulae and applies Partial Deduction (PD) to find (partial) solutions
for a request. During PD attached domain ontologies are used to reason over the se-
mantics of Web services’ inputs and outputs. Partial solutions can be extended through
our CPS framework until a complete solution has been found. Complete solutions are
transformed into OWL-S ServiceModel and the result is returned to the requester.

This approach allows exploitation of Web services in a MAS, which is expected to be
distributed over the Internet. The usage of agent technologies allows us to take advan-
tage of agent communication languages, which are well-suited for delivering semantic
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information. Additional agent techniques could be used as means for controlling access
to Web services and other resources that agents possess.

The rest of the article is structured as follows. In Section 2 we briefly introduce
our method for (distributed) composition of Web services. Section 3 describes how we
are going to use Chord P2P network in our application. The architecture of our MAS
is presented in Section 4. Section 5 demonstrates the usage of our system, while our
composition method is evaluated in Section 6. The latter section discusses in which
cases the usage of P2P is justified in our MAS. Section 7 reviews related work and
Section 8 concludes the paper and discusses further research.

2 Distributed Composition of Semantic Web Services

Recently Rao et al [13] presented a Semantic Web service composition process, which
applies linear logic (LL) [14] for Semantic Web service representation and LL theorem
proving for Semantic Web service composition. They also described mappings from
DAML-S language to LL and from a LL proof to BPEL. This formal framework has
been applied in a distributed way [11] in a mediator-based MAS with multiple me-
diators. The general topology of the previously proposed architecture is depicted in
Figure 2, where agoras represent mediators with extended capabilities.

Fig. 2. Agora agent architecture

However, the paper [11] does not explain how Web service provider agents select
mediators where to register themselves and how new mediator agents are selected and
organised. In this paper we extend the former framework and show how new mediators
are selected and organised in P2P manner. We also show that P2P approach gives greater
scalability of the system with many nodes compared to a manual approach of setting up
mediators.

In order to understand better how we represent Semantic Web services, agents’ goals,
and how service composition works, let us consider a scenario, where we have two
agents—a traveller (T ) and a flight company (F ). Let S, G and Γ denote respectively
available resources, goals and capabilities (Semantic Web services) of agents. Available
resources and goals represent respectively the inputs and outputs of a (composite) Web
service, which is required by an agent.

The goal of T is to make a booking (Booking ) for a specific itinerary. Initially T
knows only its starting (From) and final (To) location. Additionally the agent has
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2 local Web services running, findSchedule and getPassword , for finding a sched-
ule (Schedule) for a journey and retrieving a password (Password ) from its internal
database for a particular Web site (Site).

From the overall set of LL operations, the following example contains multiplica-
tive conjunction (⊗), linear implication (�) and “of course” operator (!). In terms of
resource acquisition the logical expression � A⊗B � C ⊗D means that resources C
and D are obtainable only if both A and B are available. If the implication is applied,
A and B are consumed and C and D are produced. Formula !C means that the usage
of resource C is unbounded.

Goals, resources and capabilities of agent T are described in LL with the following
formulae.

GT = {Booking}, ST = {From ⊗ To},

ΓT =
� From ⊗ To �findSchedule Schedule,
� Site �getPassword Password .

For booking tickets, traveller agent T should contact an airline company. The airline
companyF does not have any explicit declarative goals (that is common for companies,
whose information systems are mainly based on business process models). The only fact
that F exposes, is the company Web site (Site). Since the fact is unbounded it can be
delivered to customers any number of times (this is denoted by ! in the example).

Agent F has 2 local Web services running—bookFlight for booking a flight, and
login for identifying customers and creating secure channels for information transfer.
We assume that a customer has created a personal profile at the airline company includ-
ing customer’s credit card information. Therefore the customer does not have to provide
this information explicitly. Goals, resources and capabilities of the airline company F
are described in LL with the following formulae.

GF = {1}, SF = {!Site},

ΓF =
� SecureChannel ⊗ Schedule �bookFlight Booking ,
� Password �login SecureChannel .

In the preceding we used linear logic (LL) to encode the capabilities of agents. LL is
a refinement of classical logic introduced by J.-Y. Girard to provide means for keeping
track of “resources”. In LL two assumptions of a propositional constant A are distin-
guished from a single assumption of A. This does not apply in classical logic, since
there the truth value of a fact does not depend on the number of copies of the fact.
Indeed, LL is not about truth, it is about computation.

3 P2P Network Layer

Since we assumed that in our application we can map each resource to an integer key,
we chose to take advantage of a structured P2P network, namely Chord [15]. Structured
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P2P systems provide scalable resource-location mechanism compared to non-structured
networks, where the network is flooded with messages in order to locate resources.

Generally, the Chord protocol consist of a consistent hashing function to provide
unique key assignments for each node/object in the network. With the key’s value each
node can determine its logical position in the system. In Chord the logical position of a
node is a point in a circular key space. For example, Figure 3 presents an instance of a
Chord network topology for a key space with length 32. Black dots represent nodes in
the network and white dots represent keys that are not used.

31 0

4

18

22

27
28

Fig. 3. A Chord network example

In order to maintain the ring structure of the network, each node constantly updates
its predecessor and successor nodes in the network. These are the nodes which imme-
diately precede or succeed, respectively, a node in the circular key space. As long as
predecessors and successors of all nodes are updated, nodes are guaranteed to be found
in the network. Thus if one node has to locate a peer holding a particular key, a mes-
sage could be sent either to its successors or predecessors in the circular key space until
it reaches the correct location. This process is made more efficient by using routing
tables, which allow to bypass many nodes at once when forwarding a message to its
destination.

Each node in the network maintains its personal routing table with N records for 2N

key space. Each record points to a successor of a key, which is at distance of 2i, i =
0 . . .N − 1 from the key, which identifies the node. A routing table of node 27 of
Chord network in Figure 3 is represented for example in Table 1. Now, if peer with key
27 wants to deliver a message to the peer with key 22, then according to this routing
table the message would be sent initially to a peer with key 18 (the peer with a closest
preceding key to 22) and the peer with key 18 would forward the message further.

In order to apply Chord network and its object location mechanism for Semantic
Web service composition, we have to implement a mapping from objects to indices. In
this article we consider objects to be the names of inputs and outputs of Semantic Web
services. Additionally we assume that agents share the same ontology. Thus we can just
apply a hash function from an object name to an integer key such that the objects with
the same intended meaning would have the same key.

However, in large P2P networks different agents tend to use different ontologies.
Therefore we recognise the need for a function, which would transform concepts from
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Table 1. Routing table of node 27 in Figure 3

Index Key Node
1 27 + 20 = 28 28
2 27 + 21 = 29 31
3 27 + 22 = 31 31
4 27 + 23 = 3 4
5 27 + 24 = 11 18

different ontologies, but with the same meaning, to the same key or to similar keys. One
way to overcome this problem might be to annotate all concepts with sets of keywords.
Then Latent Semantic Indexing or some other information retrieval algorithm [16] could
be applied for computing a unique value to a particular set of keys.

Alternatively, if objects have been annotated with keywords, Hilbert space filling
curves (SFC) could be applied for mapping an n-dimensional keyword space to
1-dimensional hash value space. This approach has been used by Schmidt and Parashar
[17] for locating Web services at Chord P2P network. Unfortunately we could not apply
their results directly in our system, since Schmidt and Parashar described Web service
classification with keywords, while we need to annotate the inputs and outputs of Web
services.

4 The MAS Architecture

Our MAS architecture is designed as a layer on top of Chord P2P network. While P2P
handles issues related to indexing and efficient location of resources, agents initiate
these actions in P2P networks. In our case agents use the P2P network for discovering
other agents, whose Web service descriptions include particular literals (names of inputs
and outputs). Thus our MAS could be seen as an application layer of a P2P network,
whereas P2P network is just another medium for MAS.

In order to facilitate efficient location of related agents, one agent per each literal is
designated to mediate access to other agents interested in particular literals. Since an
agent specification usually includes more than one literal, a single agent may mediate
several keys. When an agent joins the network, it first determines whether there are
already agents mediating some of its keys. If there is no mediator for particular keys,
the agent joins the network as a mediator for these keys. In the case there exists a key
mediator, the agent registers itself at the particular mediator. Mediators are organised
according to Chord algorithm.

A mediator could be seen as a kind of superpeer, which facilitates communication
between agents sharing a particular key. In order to apply Chord P2P network for our
purposes, literals in Web service specifications are transformed into integer keys, where
a key is the result of the mapping from a literal (concept name). An instance of our
network topology is presented graphically in Figure 4. The inner circle there represents
mediators in the Chord network while auxiliary nodes represent mediated agents.

If an agent has to send a task to other agents, then literals in the task are identi-
fied, transformed to keys and the task would be delivered to mediators taking care of
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Fig. 4. Example P2P network topology

particular keys. Then these mediators shall multicast the message to agents, which are
registered at these mediators. If the mediated agents would like to deliver a message
to other mediators, then they first send a message to their mediator and this mediator
shall forward the message to other mediators. If an agent has registered itself at several
mediators, then the messages would be sent to the most preceding mediator of a partic-
ular key. In this case multicast is implemented on top of a P2P network. If a mediator
considers leaving the system, then it delegates its tasks to one of the agents which is
registered at this mediator. However, if a mediator does not have any agents registered
at itself, then the key disappears from the network.

Since the network of agents and the set of literals is constantly evolving, we would
not be able to manually set up mediators, unless we would designate a single agent for
mediating all others. The manual approach could work in small or static systems but
not in large and dynamic ones.

One disadvantage of P2P networks is that extra efforts are needed to keep them stable
and consistent. A Chord network is defined to be stable if successors and predecessors
of all nodes are correct. If a network is not stable, then it may break into clusters and
there is no guarantee anymore that required resources will be located.

In order to keep the network stable, we would still like to preserve some degree of
centralisation in future. Namely, we envisage that there are entities, which monitor the
evolution of the network and try to detect and resolve anomalies. Anyway, indexing and
search would be still organised in the distributed manner.

5 Elaboration of an Example

Let us consider again the agent/service specifications from Section 2. The specifica-
tions of agents T and F form a domain, which consists of 7 literals—From, To,
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SecureChannel , Booking , Schedule , Site and Password . The 4 last literals are shared
by both agents. This means that they shall compete for the right to mediate these literals.

Let us assume that these 7 literals are mapped to keys 0, 4, 18, 22, 27, 28 and 31,
respectively. To demonstrate the interaction between agent- and P2P-related concepts
we additionally assume that agent T would mediate keys 0, 4, 22 and 28, while F
would mediate 18, 27 and 31. This configuration is summarised in Table 2.

Table 2. Keys and mediators of literals

Literal Key Mediator
From 0 T
To 4 T
SecureChannel 18 F
Booking 22 T
Schedule 27 F
Site 28 T
Password 31 F

getPassword

findSchedule

login

bookFlight

Password

Schedule

Booked

Site

Agent T Agent F

Fig. 5. The composite Web service

Given its specification, agent T derives and sends out the following task (see [11]
for how this and the following tasks were derived):

Schedule � Booking .

This task would be sent to mediators of literals Schedule and Booking , which are
Chord nodes 27 and 22. These mediators would start solving the task and also multicast
the task to registered agents. Since we have currently only 2 agents in the network, then
the message would be sent only to agent F .

Agent F merges the task with its current state !Site � 1 and as a result achieves task
!Site ⊗ Schedule � Booking . Since F cannot satisfy the proposal, it derives a new task
and forwards it to agent T :
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Site � Password .

Agent T deduces the task further and constructs the final composite Web service.
Thereby T produces, with help of F , a composite service, whose execution achieves the
goal of agent T . The resulted composite service is graphically represented in Figure 5.
The service composition is finally translated to a process description languages like
OWL-S process model or BPEL4WS. The exact translation process is described in [13].

6 Empirical and Analytical Evaluation

In order to evaluate our architecture and the CPS method, we chose to measure the
number of messages, which were sent by agents until all agents solved their problems
(each agent had to compose a Web service). We considered 4 different methods for
message distribution:

1. multicast—each agent delivers its messages through a mediator to agents, whose
domain includes any of the literals in a derived partial solution

2. broadcast—each agent deliveres its messages to all other agents in the system
3. simple P2P—before delivering each message, the mediators of potentially inter-

ested agents are located and then the message is delivered to them
4. P2P with caching—the same as simple P2P with the only difference that the location

of each mediator is discovered only once per runtime and is cached for further use

While data for multicast and broadcast was acquired through experiments, the results
for the P2P versions are estimated analytically. For analytical evaluation we assumed
that our P2P architecture performs equally with the mediator-based agent architecture
with a difference that extra messages should be sent to discover particular mediators.
Additionally we assumed that our key space is 1024 to accommodate 1000 concepts.
This implies that in order to discover a mediator, generally log21024 = 10 messages
should be sent in Chord network. Therefore, to evaluate the maximum cost of P2P, we
multiplied the number of messages, exchanged during multicast, by 10. However, if we
assume that each peer applies caching, then we could use a function max(N ∗A+m, p)
to evaluate the message burden. N , A, m, p in the formula represent respectively the
numbers of concepts, agents, multicast messages and worst case P2P communication
messages sent. This function reflects that in the worst case each peer has to discover and
cache the locations of all keys/concepts in the systems. We do not consider the number
of stabilisation messages, while evaluating the cost of using P2P.

Experiments with multicast and broadcast were performed with 10, 20, 50 and 100
agents. With each set of agents the same set of service and task specifications was used
with both broadcast and multicast. We ran each experiment with each set of agents 5
times. The overall domain, where the names of services’ inputs and outputs were ran-
domly selected, consisted of 1000 concepts. We made experiments with 2 configurations:

1. each agent published 4 Web services, a required composite Web service consisted
of at least 3 Web services

2. each agent published 5 Web services, a required composite Web service consisted
of at least 5 Web services
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Fig. 6. Messages sent during problem solving

The results of configuration 1 and 2 are respectively summarised in Figure 6(a) and
Figure 6(b). Both figures show how many messages in average were sent during prob-
lem solving, before all agents found their solutions. Figure 7 demonstrates the exponen-
tial complexity of the problem solving methodology (with 10 agents), which is bound
to the complexity of LL. Although there exist logics with polynomial complexity [18]
for solving the similar problem, their expressive power is far behind LL.

Figure 6(a) and Figure 6(b) show clearly that with few agents in a network (less
than 50 in Figure 6(a)) broadcast is generally better than P2P topology. However, if the
number of agents and services increases, P2P with caching becomes a better choice than
broadcast. Moreover, both figures show a tendency that while the number of agents and
services grows in the network, the difference between P2P with caching and multicast
becomes proportionally smaller. Therefore we conclude that if the number of concepts
in the network is constant and the number of peers approaches infinity, P2P is almost
as good as multicast, if we do not consider the number of messages sent during Chord
stabilisation procedure. Anyway, the assumption that the number of concepts is fixed
and the number of agents grows, could be interpreted as that in small networks several
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116 P. Küngas and M. Matskin

concepts should be clustered together to achieve higher efficiency. The smaller concept
space would mean less mediators and less messages for mediator discovery.

7 Related Work

A thorough analysis of major P2P technologies has been published by Milojicic et al [7]
and would not be reviewed here. Anyway, several authors [9, 10] have considered P2P
networks for Web service applications. Additionally some works even consider seman-
tical issues in P2P networks. Broekstra et al [5], for instance, set their main emphasis
to knowledge representation and management in query processing in P2P. Due to het-
erogeneous nature of knowledge there certain conventions have to be introduced to
semantic reasoning process.

Crespo and Garcia-Molina [6] consider the construction of semantic overlay net-
works for P2P systems. Their contribution is a method for automatic clustering of P2P
networks to semantic overlay networks according to agent properties given by the se-
mantics of their content. A peer may belong to several overlay networks if it encapsu-
lates data with different semantics. Such a clustering allows query routing according to
its content. Since the message is sent directly to affected parties, the number of mes-
sages for resource location is significantly decreased.

Bawa et al [4] propose a P2P network topology, where the network is clustered into
segments by topics. In this case short distance links connect peers sharing the same
topic, while long distance links connect peers at different segments. For each topic
a centroid is constructed, which represents a centerpoint for a topic. In our network
a centroid is represented with a literal. Thus each literal in the system represents a
centroid. Peers may be connected to several centroids simultaneously. Thus although
we apply Chord [15] ideology and protocols for managing our P2P network, we have a
subnetwork for each literal. Each peer may have several identification codes—one for
each subnetwork.

Verma et al [19] consider a P2P infrastructure for publishing and discovering seman-
tically enriched descriptions of Web services. Anyway, they still use UDDI mechanism
for publishing Web services, whereas UDDI structures are used for storing semantic in-
formation about inputs and outputs of Web services similarly to Paolucci et al [20]. Our
approach allows to bypass the usage of centralised servers for Web service discovery
though we do not neglect their possible usage, if they could provide semantic content
as well.

Paolucci et al [12] implement a P2P service discovery mechanism through the usage
of Gnutella P2P network. Discovery process is based on reasoning over DAML-S de-
scriptions of Web services. Java Expert System Shell (JESS) is applied as a DAML-S
inference mechanism and is engaged to determine whether a service satisfies a query.
The approach is suitable in cases where atomic Semantic Web services are known a pri-
ori and semantically equivalent or similar services have to be discovered. Anyway, dur-
ing automated composition it is not known, which atomic services would be included
in the a resulting composite service. Thus their approach is not particularly suitable for
automated composition as we consider it here.
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Arpinar et al [8] apply similarily to us automated Web service composition over a
P2P network. In their P2P architecture peers are organised into communities such that
each community involves peers, which represent the same domain. DAML-S is used
for describing Web services and queries (composite Web service interfaces). The major
difference between our ideology and the one presented by Arpinar et al is that they try to
determine links between Web services at publishing time, while we do it at composition
time. While our approach is more flexible and suits better to highly dynamic networks
with a moderate amount of queries, their approach is definitely more suitable for more
stable networks with massive amounts of queries. Anyway, their method does not con-
sider the non-monotonicity of Web services, which is handled by our methodology.

Finally, research on symbolic reasoning over P2P has been considered by Adjiman
et al [3], who implemented a P2P network for distributed theorem proving over propo-
sitional classical logic clauses. The underlaying network is based on small world topol-
ogy, where each peer has a list of other peers, who share the same literals (parts of a
theory) as the agent does.

8 Conclusions and Future Work

In this paper we described an implementation of a MAS for distributed composition of
Semantic Web services. The MAS applies P2P networking for reorganising and config-
uring its mediators. The main purpose of the mediators is to group agents which share
a part of a domain. From service composition point of view these are agents, whose
services’ inputs or outputs include a common object (literal at the formalisation level).
If agents have been gathered in such a way, their location over a distributed system is
more efficient and reliable than in nonstructured distributed systems.

Although our system can function without the P2P architecture, we believe that P2P
would give some added value to our MAS, especially when it comes to balancing mes-
sage load between agents. In fact, our empirical/analytical results show that in a system
with an increasing number of Semantic Web services and agents, our P2P approach
would mean almost the same message load as a system with mediator-based multicast.
However, with P2P architecture message load between agents is balanced more evenly
compared to a system with multicast, where all messages are routed through a central
mediator. Additionally, the usage of P2P would eliminate the central point of failure in
the whole system.

In order to facilitate semantic reasoning during the composition process, we would
like to design a function, which would map objects with the similar meaning to a similar
integer key. This would allow us to be sure that the objects/concepts with the same
meaning are in the same neighborhood. One possible solution has been proposed by
Tang et al [21] who consider semantics in P2P systems. They adopt Latent Semantic
Indexing (LSI) for information retrieval in Content-Addressable Networks (CAN). The
semantics of a document is described with a set of keywords.

Currently we are considering options for mapping the entire structure of LL formu-
lae to P2P networks instead of inputs and outputs only. Such a method would obviously
allow us to exploit richer structural semantics of Web services already at P2P level. An-
other thread of our current research is devoted to meaning negotiation between agents.
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Given the heterogeneity of ontologies in agent systems, meaning negotiation would
provide means for mapping ontologies on the fly during agent interaction.
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Abstract. This paper focuses on the latency reduction problem in mas-
sively multiplayer games (MMGs). As the client-server (CS) architecture
in use today in most commercial MMGs applications are exposing its
weakness in scalability as the number of players increases, researchers
start to consider the peer-to-peer (P2P) model that has inherent high
scalability for MMGs. However, existing P2P models generally lead to
high latency that significantly detracts from the playing experience. To
improve this, we present a novel communication model intended to re-
duce the latency of network communication on game states. The model,
based on DHT protocol, can select the best candidate node to perform
server’s role for a game zone. In contrast, existing P2P models designate
’peer servers’ randomly without considering latency effects. The simula-
tion shows that our approach obtains much lower latency than existing
P2P models. The performance of our approach is shown to be even bet-
ter than that of CS models.

Keywords: MMGs, P2P, Low latency, DHT, Smart manager.

1 Introduction

Developing massively multiplayer games (MMGs) is much harder than tradi-
tional PC games because of the requirement of network programming and certain
cross-session infrastructures for managing and maintaining the game communi-
ties. Besides, to avoid losses caused by service- stoppage, service providers have
to add and update many servers to cope with increasing players. As a result,
only few companies can afford the cost of establishing, maintaining and updating
a large number of servers and telecom service. The peer-to-peer (P2P) approach
has been considered to be a possible solution to reduce such costs by using the
spare resources (i.e. CPU, memory, bandwidth) on clients.

The latency in network communication seriously hampers the P2P approach’s
ability to achieve high scalability for MMGs: There is usually a high frequency
of communications in MMGs. This paper presents a novel P2P approach which
is capable for communicating with low latency; the latency is shown to be lower
than that of the client-server model. The approach has the potential of reaching
optimal latency by selecting peer servers for game zones.
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2 Related Work

Existing communication architectures for MMGs can be conceptually summa-
rized into the following four categories:

2.1 Client-Server Model

In client-server model, each client sends game events to a central server, and
then the server sends updated game states to the related clients. The server’s
capacity needs to correspond to the player numbers; insufficient server capacity
detracts from the game experience while too many servers waste resources. In
addition, the fixed location and limited bandwidth of the servers also increase
communication latency.

2.2 Fully-Connected Model

In a fully-connected model [1], every node stores a global latest game state. Any
event caused by a node is broadcasted to all others. Supposing the number of
players is N, the number of total messages needed for each event is O(N2). So
this model may not scale well when N becomes large.

2.3 Hybrid Model

In MMGs, each node needs to obtain only the necessary game states relating to
itself rather than the overall states. Therefore the game world may be divided
into several autonomous zones according to the game rules. In hybrid model [1],
players are grouped according to the zones. Group members communicate with
each other the same way described above in the fully-connected model, while
the communication between different zones is realized by means of multicast.
This model improves scalability to some extent, but how to optimize the group-
ing algorithm still remains a difficult problem. However, over-grouping leads to
much inter-zone communication while under-grouping results in heavy intra-zone
communication.

2.4 DHT-Based Peer-to-Peer Model

Current P2P models used in MMGs [2], which obtains routing efficiency by
means of distributed hash tables (DHT), convert the data search into a key
lookup problem. They designate the management privilege of the zone data to a
randomly selected node, called coordinator, to take charge of recording TCP/IP
addresses of the zone members, storing or modifying the game states in the zone,
receiving queries and broadcasting updated states. We name such an approach
the random manager (RM) model. The coordinator in RM has to organize the
zone members and manage zone data simultaneously. Since the selection of the
coordinator has no consideration of communication latency, the latency between
the coordinator and the zone members may be very high.
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At the present, the CS model is the most popular, while the structured DHT
model of P2P has the highest potential of further development due to its scal-
ability and availability. We propose a novel DHT-based P2P model using the
’Smart Manager’ to achieve low latency that can be shown to be consistently
better than that of the CS model.

II

IIV

III

Coordinator of Zone I
Manager of Zone I

Manager Space

Coordinator Space

Manager of Zone I

Coordinator of Zone I

Members of Zone I

Member Adr.

Game Status

Member Adr.

Game Status

Manager Adr.

00110100

01111001

10100100

10110010

01010011

01101101

11100001

00101001

Game World Space

00101001

00110100

01010011

01101101

01111001

10100100

10110010

11100001

00101001

00110100

01010011

01101101

01111001

10100100

10110010

11100001

Backup/Upload

Read/Write

Subscribe/Publish

Fig. 1. Role spaces of smart manager model

3 Smart Manager

3.1 Main Idea

The essential difficulty in optimizing the selection of the coordinator in RM
comes from its random identification mechanism that ignores and conceals the
actual topology of the physical networks. The nodes are never able to discover
the network distance between each other unless using probe message that may
require significant extra bandwidth.

We propose a novel model, Smart Manger (SM), to solve the latency problem
of the RM model (Fig.1). Compared with having only one coordinator to take
charge of managing the zone work in RM model, two roles in the SM model,
named as manager and coordinator respectively, cooperate to carry out such
mission. The coordinator is responsible for organizing zone members, while the
manager holds the zone data and only itself has the modification privilege. To
read or modify the zone data, members in a certain zone must request the
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manager to carry out the actions for them. Such mechanisms guarantee the
consistency of global game states and correct order of communication messages.
The procedures of selecting manager and coordinator of a zone are independent
with each other. Similar to the RM model, the coordinator in the SM model is
also designated randomly. However, the manager is selected by the coordinator
of the same zone, with the principle that the maximal latency between the zone
manager and other zone members should be minimal. As the instance shown
in Fig.1, members of zone I in game world space, say 00110100, 01111001 and
10100100, find out the zone coordinator using DHT protocol in coordinator
space first, say 01010011, to get the address of the zone manager, say 10110010
in manager space; and then communicate with the manager directly for sending
requests and receiving updates.

3.2 Location-Based Node Identifier Assignment

To select the manager with the consideration of reducing latency, the SM model
needs to transform the identifier (ID) of each node to its network location and
vice versa. Our previous work LENS (Locality-Embedded Naming Strategy) [3],
in which the ID of a node reflects its network location, is a solution for this
requirement.

The LENS embeds the locality information into the node ID to keep the
neighborhood of locality in the ID space. That is, if two nodes are near in
the network, their IDs are adjacent as well. LENS is lightweight and does not
require the nodes to store the global location information all the time. Instead,
it computes it at runtime immediately.

LENS benefits from an ability of Global Network Positioning (GNP) [4] to
predict round-tip times to other host nodes without having to contact them
first. GNP assigns synthetic coordinates in D-dimension hypercube to nodes such
that the distance between the coordinates of two nodes accurately predicts the
communication latency between the nodes. To compute the coordinate, each
node is required to offer its network distance to some landmark nodes by sending
ping/pong messages.

Each dimension of the hypercube is divided into 2k equal parts, and the
hypercube will be totally divided into 2kD parts, named as grid. Then we traverse
all the grids with Hilbert curve with Moore version which is one kind of Discrete
Space Filling Curve (DSFC) [5].

An important characteristic of DSFC is to maintain the relative locations
of the points, that is, if the points are near multi-dimensional space, they re-
main near in one dimensional space [6]. We identify the passed grids with
0 ∼ 2kD (binary format) in turn along the Hilbert curve. Fig.2 gives an exam-
ple of the identifying procedure of Hilbert curve in two-dimensional hypercube,
where k = 2.

Each node takes the ID of the grid where it is located as the prefix of the
node ID and takes a random value as the suffix which is generated with a hash
function to assure the uniqueness of the node ID.
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3.3 Model Design

On MMGs, nodes do not have to share all global states. Therefore, we divide
the whole global states into several zones and make each zone governed by some
nodes. The zone’s boundary is defined by the game program.

Along with the concept of zones, we introduce three roles of the node: zone
member, zone coordinator and zone manager. Each node may play one or more
such roles.

Zone Member. Zone member is one of the nodes intending to read or modify
the states of the specific zone. To read or modify the global states of some
zone, the node must become a zone member first, for which it may seek out
the coordinator of the destined zone on the DHT overlay, send it joining-request
message and wait for its authorization.

Zone Coordinator. Zone coordinator is the node in charge of organizing the
zone member nodes. The SM model selects the zone coordinator randomly as
shown in Fig.1. The SM model maps some character of the zone to a key, and
uses DHT to find the nearest node to the key to act as the zone coordinator.
The coordinator node is responsible for recording the TCP/IP addresses of the
members and the manager (described later), selecting the manager node for the
zone, notifying the manager’s address to the members, backing up data and
temporarily playing the role of manager when the manager is vacant.

From the coordinator, zone members get the addresses of the manger in order
to request reading or modifying states; on the other hand, the manger gets the
addresses of the zone members in order to send them updated states.

Zone Manager. The zone manger is the node possessing the management priv-
ilege, such as storing/modifying the global states and sending update message
to the zone members. Any MMG has the potential to define a criterion function
to qualify the manager candidates, for example, requiring enough idle comput-
ing time or good reputation. According to specific criterion function, the most
qualified node would be selected as the manager. Our SM model defines the
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criterion function to be the maximal latency between the manager and each of
the zone members, called the zone latency, which should be minimized during
the selection of the manager.

The key process of the SM model is selecting the zone manager by the zone
coordinator. The coordinator will select what minimizes the criterion function
out of the qualified nodes to be the manager. The criterion function of the SM
model, the zone latency, can be depicted as follows:

LNet(z, m) = max
i∈S(z)

{DNet(m, i)} (1)

where m stands for the manager, i stands for certain zone member, S(z) stands
for the member set of zone z, and the dual function DNet stands for the com-
munication latency between two nodes.

The manager is selected with the following steps:

1) The coordinator sends messages to all zone members to obtain their GNP
coordinates.

2) The coordinator optimize the criterion function according to all the received
GNP coordinates to figure out the coordinate m∗ of the ideal manager.

3) The coordinator converts m∗ to its corresponding key with a hash transfor-
mation, searches the key using DHT protocols, and designates the result to
be the zone manager.

As the role in the game may frequently change its location in the game world,
for example from one city to another, the coordinator has to periodically execute
the manager-selection procedures so as to minimize the intra-zone communica-
tion latency.

The manager should download all data of the zone it manages from the co-
ordinator immediately after it assumes the post. Then the manager’s local copy
becomes the standard game state of the zone. The zone members should require
the manager to perform their read or modification demands. When a node enters
a new zone, it will find the zone coordinator with the DHT protocol, request to
join and get the address of the zone manager, and then create and maintain a
direct communication connection to the manager until it quits that zone. The
DHT protocol provides mechanisms for the zone members, the coordinator and
the manager to communicate and find their demanded objects. The manager
periodically backs up the game state data of the zone to the coordinator so
as to avoid data loss. If the current manager drops out, the coordinator would
temporarily take up the role of the manager until a new manager is selected.

It should be noted that in practice there may not be such an appropriate
node whose coordinate is m∗ exactly. Thus, the DHT protocol may need to
approximate m∗ with a candidate node as accurate as possible.

4 Simulation

The simulation measures the latency of the CS, RM and SM models under the
same conditions. Here, the latency is defined as the network communication time
without considering the processing time for computing and displaying.
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4.1 Methodology

We assume all nodes have enough band width and computing ability. The zone
managers can use multiple threads to communicate with several zone members
in parallel, and the number of the threads does not affect latency.

Network Topology. We use GT-ITM [7] software to randomly construct an
Internet-like virtual network. The simulation uses the Transit-Stub model be-
cause it most resembles the present Internet structure.

We simulate a network containing 9600 hosts. These hosts act as clients or
servers in CS model, while as P2P nodes in the SM and RM models. Some of the
hosts are randomly selected to construct different scale MMGs networks. The
detailed configuration in the GT-ITM is given in Table1.

Table 1. Parameter Values

Symbol Value Meaning
T 1 Total number of transit domains
NT 4 Average number of transit nodes per transit domain
K 3 Total number of stub domains
NS 8 Average number of stub nodes per stub domain
L 1 Average number of LANs per stub domain
NL 100 Average number of hosts per LAN
NR 100 Total number of routing nodes
NH 9600 Total number of hosts
ETT 100ms Latency between transit nodes
ETS 20ms Latency between stub node and transit node
ESS 5ms Latency between stub nodes
ESL 1ms Latency between stub node and LAN

Node ID. The nodes in the CS or RM model get their IDs by hash functions
in a random way. While the SM model generates the nodes IDs with LENS that
can embed the location information into the node ID.

Zone Arrangement and Node Distribution. The game space can be divided
by grouping the nodes, each group corresponding to a zone. The number of
groups can be calculated from the number of the nodes in the game space and
the average size of the groups. Each node has to choose a group and join it to
become a member of the corresponding zone.

In order to analyze the performance of the SM model deeply, we consider two
different node distributions in the game world.

a) Location-independent distribution
In this case, the nodes randomly choose their own group.

b) Location-dependent distribution
Under this distribution, a node chooses the group based on its network ad-
dress. It is common for the relationship of the players in real world to affect
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their relationship in the game world. For example, players in the same net bar
battle together in the same RPG game; students on campus play board&card
in the same competition; and the multiplayer-online-community games bring
more affiliation between the real world and the game world. So, it is sponta-
neous to group the near nodes into the same group in the locality dependent
distribution. As shown later, the SM model has lower latency in both dis-
tributions than the CS and RM model, especially in the locality dependent
distribution.

Assignment of Zone Coordinator and Zone Manager. In the CS model,
the only central server plays double roles as the coordinator and manager for
all zones. In the RM model, the zone coordinator is randomly assigned by the
hash function, meanwhile it also acts as the manager role for the same zone.
Zone coordinator in SM model is also randomly assigned by the hash function,
but the zone manager is selected according to the latency metric mentioned in
previous section.

Simulation Criterion. We define the zone latency as the maximal latency
between the manager and each of the zone members, which is consistent with
the latency criterion function defined in Eq.(1). We use the average zone latency
of all zones to evaluate the CS, RM and SM models.

4.2 Procedure of Simulation Program

A detailed procedure for the simulation program is shown below. The procedure
requires the parameters, such as communication model (CS/RM/SM), total of
nodes and group scale to be preset.

1) Building the topological network with 9600 hosts by GT-ITM.
2) Computing the routing latency among each pair of hosts, with the assumption

that the routing path between any two nodes has the lowest latency.
3) Defining the node number N and the group scale G, then randomly choosing

N nodes from the hosts as system nodes.
4) Identifying the node ID for each specific model independently.
5) Grouping all the nodes in the game space.
6) Selecting the zone coordinator and manager for each model.
7) Computing the zone latency and storing the average latency for all zones.

Each experiment is run ten times with different random seeds, and the mean
values are presented.

4.3 Results

Latency vs. System Scale. Table2 shows the average latency of the three
models against different system scales under location-independent distribution
with group scale being 2.

First, we can see an obvious reduction of the latency in the SM model, whose
latency is respectively 60% and 80% of that of RM and CS model. In practice,



128 J. Zhou et al.

Table 2. Latency for Different System Scales

N 104 201 531 933 1977 4556
CS 140.6538 140.9801 141.7269 143.8853 144.7633 144.7452
RM 193.5385 189.6119 191.1394 196.7621 193.7891 191.6198
SM 116.3077 116.4229 119.2335 118.2401 118.1639 117.7259

the game server in the CS model is often located as near as possible to the
backbone network to reduce the average latency. However, compared to SM, CS
is limited to select only one node to act as the manager for all zones, which
restricts the optimization. Meanwhile, SM is able to select the manager that is
optimal for each specific zone, and the managers of different zones can be either
the same or distinct. From the view point of GNP space, CS selects the exclusive
manager in the whole node set, while SM is able to select respective managers
in the center of each specific zone.

Second, Table2 indicates that increasing the number of nodes has little effect
on the latency in all the three models. When we raise the node number from
104 to 4556, the latency rises only 2.91%, -0.99% and 1.22% respectively in
the CS, RM, and SM model. That is because we assume that the latency is
not affected by the requirement of computing and bandwidth. Actually, the
increase of the node number will add the number of the parallel threads in the
memory which may make the manager process requests of multiple threads in
batch and increase the game latency. Note that game latency is different from
network latency: the increase of game latency comes from the limited computing
capacity that is unable to process the tasks of computing and networking at the
same time. From the perspective of increasing the scalability of the computing
capacity and bandwidth, the SM and RM model belonging to the P2P model
have more potential than the CS model [8]. Detailed discussion of this, however,
is out of the scope of this paper, for we primarily focus on the latency problem.
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Fig. 3. Latency as a function of group scale
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Latency vs. Group Scale. Fig.3 shows the latency of the CS, RM and SM
models with different group scales. In Fig.3, (a) and (b) respectively shows the
results of location-independent distribution and the location-dependent distri-
bution. There are 1008 nodes in Fig.3(a) and 1001 in Fig.3(b).

In Fig.3 we can find that the curves of the CS, RM and SM models have
the same trend whether we use location dependent or independent distribution.
Both the graphs indicate:

a) The average latency of the CS, RM and SM all increase as the increment of
group scale. The rate of increase gradually slows down, and reaches a stable
value when the number of groups becomes large.

b) With different group scales, the relationship of the latency of the three models
is always the same, SM≤CS≤RM.

c) The curves of CS and SM approach approximately the same value as the
group scale increases, and the two curves are always superior to the curve of
RM.

Because the zone latency is the maximal latency between the manager and
the members, adding new members to a zone will either increase or retain the
zone latency. So it is reasonable for the zone latency to increase together with
the group scale in general. When the group scale is small, the distribution of
the members has a large effect on the latency, and each newly joined node will
have significant effect on the distribution. When the groups scale increases, the
distribution of zone members is analogous to the whole system. That is, the
center of a large zone is very near the center of all the nodes in the game world.
In this case, a newly joined node would change the zone latency slightly.

The three models are independent with the group scale. That is why the
comparison result of the latency of the three models remains the same. And we
have analyzed the reasons for the comparison result order in previous paragraphs.
As we have presented above that the center of a large zone is very near to the
center of the whole system, although the SM can select different manager for
each zone, the best one may be the same as the server of CS model. That’s why
the latency curves of the SM and CS model become nearly identical at last.

Comparing Fig.3(a) with Fig.3(b), we can find that the differences mainly
appear where the group scale is small. As the group scale increases, the la-
tency curve of the location dependent distribution gradually rises up, while the
latency curve of the location-independent distribution rises up steeply at the
beginning and slows down afterwards. We can also explain this by compar-
ing the distribution of the zone members and the nodes in the system. With
the location-independent distribution, the zone members distribute randomly
in network geometry space, no large group scale (e.g. 5 in Fig.3(a)) may make
the zone members’ distribution analogous to that of all the nodes of the whole
system; for the other, the zone members are a group of nearby nodes in net-
work geometry space, only large group scale (e.g. 50 in Fig.3(b)) can satisfy the
distribution. Based on the mechanisms of CS, RM and SM, it is easy to find
that the node distribution in the game world only has effects on SM. Because
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SM takes advantage of the affiliation between the node distribution and game
grouping, it becomes possible for it to achieve a much lower latency with the
location-dependent distribution.

5 Conclusion

In summary, the SM model has the following features:

a) Scalability and reliability
The SM model implements the P2P overlay with the DHT protocol that
has seen rapidly progress in recent years. It provides high reliability and
scalability.

b) Latency optimization
The SM model assigns the work of organizing the zone members to the zone
coordinators and let the zone manager maintain the zone data. The zone man-
ager is selected by the zone coordinator based on the principle of minimizing
the zone latency.

c) Consistency and time correctness
The SM model uses the interest management approach. Only the manager
possesses the privilege to modify the game ,eq:one states. All the outer re-
quests for reading and modifying game states of the zone are performed by the
manager so as to guarantees the consistency of the game states and correct
order of messages.

These advantages and preliminary simulation results help demonstrate that
the SM model is capable of achieving low latency for MMGs.

In future work, we will implement the SM model on a game platform named
Freegame which is intended to provide a generic network platform using P2P
technologies for board&card games and various desktop games, offering services
of scoring, recording fee and chatting.
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Abstract. The design of ad-hoc, wireless, peer-to-peer applications for
small mobile devices raises a number of challenges for the developer,
with object synchronisation, network failure, and device limitations be-
ing the most significant. In this paper, we introduce the FRAGme2004
framework for mobile P2P application development. To address data
availability and stability problems, we have devised an agent-based fos-
tering mechanism to protect applications against data losses in cases of
peers dropping out. In contrast to most current literature, we focus on
small scale P2P applications, especially gaming applications.

1 Introduction

Peer-to-peer computing architectures go beyond currently popular client-server
architectures and stand to become the dominant form of distributed computing
in the coming years. Typical P2P systems are characterized by decentralized con-
trol, scalability and robustness. Despite the popularity of Internet-based large
scale P2P systems, smaller scale P2P applications that run on small, mobile de-
vices are becoming increasingly popular as well [17]. The absence of centralized
control and thus no single failure-point, extreme dynamism in structure, and
full mobility and flexibility are all desired features in many application domains,
which can be achieved via mutual exchange of information and services over ad-
hoc, wireless, P2P networks. But challenging problems arise in the development
of such applications [5], [14], [15]. Firstly, wireless, ad-hoc networks face prob-
lems such as stability, data integrity, routing, notification of joining and leaving
peers, and in case of peer failure, fault tolerance. In such networks, the connec-
tions of the devices may be highly variable, as devices may hop from online to
offline unpredictably, and thus affect reliability. Secondly, since the peers exist
in a collaborative environment without central control, synchronisation of peers
and the distribution of resources become significant issues. Thirdly, for the ap-
plications to run smoothly on the small devices we intend, efficient management
of local computing resources is a necessity.

When developing new applications, these issues happen repeatedly, since there
is no generic infrastructure which addresses all the aforementioned problems.
In this paper we present the “FRAGme2004”1 framework, which is designed
1 FRAGme2004 stands for Framework for Realtime Ad-hoc Games micro edition 2004.

Z. Despotovic, S. Joseph, and C. Sartori (Eds.): AP2PC 2005, LNAI 4118, pp. 132–144, 2006.
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for mobile P2P applications, and concentrate particularly on its agent-based
mechanism supporting collaboration among peers, called the “peer fostering”
mechanism.

2 Background

Milojicic et al. [16] provide a good review for P2P systems. An important topic
in this domain is data availability. Cooper et al. [5] argue that “a complete
system must ensure that important data remain preserved even if the creator or
publisher leaves the system” (p.2), and they developed a reliable preservation
service built on a P2P architecture, on top of which digital library applications
could be built. Another strategy, the “dissemination tree”, is used by Chen et
al. [4] to reduce the number of replicas and the bandwidth needed for updates.
Finally, Lin et al. [14] introduce a protocol to handle the loss and rebuilding
of replicas. All those approaches are aimed at applications such as file sharing,
where data loss and node failure can harm the performance, but not the overall
functioning of the system. In contrast with their approaches, our concern is with
small-scale P2P networks where every node failure can be a fatal threat to the
functioning of the system.

There have been several earlier efforts to develop a framework for P2P appli-
cations. Akehurst et al. [1] and Kato et al. [13] have proposed frameworks which
include group management and multicasting support to assist the design of com-
plex applicactions. With respect to the domain of applications, even though most
P2P applications have so far been restricted to file sharing or instant messaging,
Gerke et al. [10] have introduced a framework that supports P2P services of
any kind. In contrast with all these frameworks, FRAGme2004 aims at highly
interactive small-scale P2P applications, such as gaming over wireless ad-hoc
networks. In this domain of small scale and volatile wireless systems, there are
challenges that have not been covered by previous research.

The use of agent technologies in P2P systems has been investigated by sev-
eral researchers. Dasgupta [6], [7] proposed a P2P architecture in which mobile
agents are used as peer mediators, replacing traditional message-based proto-
cols to achieve higher efficiency, robustness, and scalability. Babaoglu et al.
[2] designed and implemented the Anthill framework, which supports the de-
sign, implementation and evaluation of P2P applications based on agent con-
cepts. In the P2P architecture proposed by Homayounfar et al. [11], peers are
modelled as agents with some intelligence (e.g., calculating the success prob-
ability of data search in order to improve search efficiency) to enhance the
capability and autonomy of peers. The agent-based fostering mechanism in
FRAGme2004 has some similarities with the concepts in Homayounfar et al.’s
work. Peers in a FRAGme2004 application are equipped with on-host service
agents which are autonomous and have the intelligence to organize and re-
construct the collaboration relationship among peers. These collaboration re-
lationships are crucial for data availability purposes, and will be discussed in
Section 4.
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3 The FRAGme2004 System

The FRAGme2004 framework is written in Java and represents a redesign and
extension of earlier work by Nagel [18]. The framework has a three-layer archi-
tecture, in which layers communicate with each other through well-defined inter-
faces. The bottom layer is the Infrastructure Layer, which consists of the basic
building blocks that address the communication requirements. A layer above the
Infrastructure Layer is the Object Layer. An “object” is the smallest entity that
is distributed among the peers. The information and data that must be shared
in the applications is encapsulated into objects, and the agents associated with
each peer take care of the delivery, synchronization and life-cycle management
of objects. The top layer is the Application Layer.

The FRAGme2004 framework frees application developers from networking
and resource management. This includes the establishment of the underlying
network infrastructure, notification of joining and leaving peers, communication
and object exchange. As a consequence, application developers can focus their
attentions on the higher-level operation of the applications. To make applications
run reliably at all times, the agents that take care of object synchronization
and distribution also use a novel fostering mechanism that makes use of data
redundancy to achieve overall integrity and robustness even in cases of node
failure.

3.1 Infrastructure Layer

Currently, the communication layer of FRAGme2004 is based on the middleware
architecture JGroups [12], which is used in a number of P2P projects to provide
reliable multicasting. JGroups was chosen as a foundational infrastructure, be-
cause it provides reliable and standardized unicasting and multicasting, which
frees us from having to reimplement those low level details. Although all P2P
applications require efficient communication, it is especially true with complex
applications such as games, which is a special concern for FRAGme2004. Uni-
casting (point to point communication), although used in many situations such
as file sharing applications, does not suffice here. In circumstances where peers
in a group share the same resource or need to be notified at the same time for
synchronization purposes, multicasting is needed.

Two communication approaches for FRAGme2004 were originally tested, one
based on simple Remote Method Invocation (RMI) unicasting and one based
on multicasting, to determine the more efficient communication mechanism. We
observed that multicasting is more efficient than RMI calls in group communica-
tions, a difference that is magnified with an increasing number of peers. Although
RMI and JGroups are not totally comparable due to their different marshalling
mechanisms, the performance differences can be partially attributed to the fact
that in the case of RMI, a sender has to contact every other peer, one by one, in
order to share information with his group; whereas in multicasting it only needs
to send one message.
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A further reason for using JGroups in our architecture is that it provides
needed group management functions, for example, the creation and deletion
of groups, the notification of change of membership (joined/left/crashed peers),
etc. The value gained from group management support is significant: while group
management appears to be simple, it conceals a number of low level details, such
as the establishment of the network structure and communication channels and
the identification for groups.

Another feature of JGroups is that it provides support, albeit limited, for
guaranteed delivery. In wireless communication, virtually no routing protocols
can provide one hundred percent guarantee of delivery success. But with some
failure detection and retransmission mechanisms that are included in JGroups,
we can be reasonably confident concerning the success of message delivery. Such
a near guarantee is important in terms of object-level protocol design. It has
allowed us to implement high level protocols (for example the interaction proto-
cols used by agents in the Object Layer) with less overhead and therefore higher
efficiency. One of the tradeoffs associated with such a “guarantee” of delivery is
that the scalability of the P2P system is restricted. In order to maintain reason-
able efficiency under this guaranteed delivery policy, the network is constrained
to be tightly-coupled. But within the target application domain of FRAGme2004
(small-scale gaming applications), such a tradeoff is acceptable.

3.2 Object Layer

The Object Layer comprises functionalities for object sharing, exchange and
synchronization of change. In case of peer failure, protection mechanisms are
put in place to avoid data loss and the malfunctioning of other peers. To achieve
this, several on-host service agents are created for each peer. Currently there are
three kinds of agents that provide simple services in the framework: the object
managing agent, the synchronizing agent and the fostering agent.

The object managing agent is in charge of the life-cycle management of any
shared objects. When a new object(resource) is requested from the application
layer, the object managing agent will locate the appropriate factory for creating
instances of this object. It will gather all the required information for creating
such an object, issue commands to the factory for creating the object, and return
the object to the application layer. The object managing agent will also notify
the synchronizing agent that a new object has been created, and the synchroniz-
ing agent will distribute the object to other peers. Upon receiving signals from
the application layer indicating that an object is not used anymore, the object
managing agent is responsible for checking the memory status. Depending on the
amount of free memory available, it makes decisions concerning whether to cache
the object for future use (by returning it to the factory) or to garbage collect it.
Once objects are created and handed back to the application layer, changes may
be invoked on these objects, both locally and remotely. In FRAGme2004, objects
are assigned ownership, and, by default, objects are always owned by the peer
that created them. To avoid cases where multiple peers invoke changes to the
same object at the same time, we rely on synchronizing agents to synchronize
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the change events. The change request is treated as a service request and is
handled by the local synchronizing agent. The agent will first try to identify
the ownership of the objects. If the object is owned locally, then it will simply
invoke the change on the object, and then locate synchronizing agents resid-
ing on other peers and inform them. If the object is not owned by the current
peer, the synchronizing agent will locate the owner of the object and request
an object-changing service on the synchronizing agent of the owning peer. The
synchronizing agents use a specific protocol that has the following packet format:

Performative Sender Agent ID Receiving Agent ID Message Type Content

The fostering agents serve a special purpose, “Peer Fostering”. Due to the
high volatility of wireless ad-hoc networks, special care must be taken to protect
applications from information loss and potential problems associated with it. In
this connection, we have devised a “peer fostering” mechanism to increase the
fault-tolerance of applications in case of peer failure, by introducing a dependence
relationship among peers. When a new peer joins the group, the fostering agents
of all existing peers will negotiate among themselves to elect an agent with the
least amount of fostering workload, to be the fosterer of the new peer. When a
peer leaves the group intentionally or accidentally, the peer fostering mechanism
comes into effect. As every peer’s objects are fostered by another peer’s fostering
agent, they will not be lost. If the dropping-out peer was holding any objects
that are important to other peers (for example, the ball in a sports game) the
fostering agents will negotiate ownership transfer and delegate the ownership of
such objects to a new peer. In the case where the previously dropped out peer
rejoins, fostering agents will negotiate for the ownership to be transferred back
to the rejoining agent. When a new peer joins, the existing fostering agents will
negotiate among themselves to elect the agent with the lightest workload, and
assign the new peer to be the chosen agent’s fosteree. This is described in more
detail in Section 4.

3.3 Application Layer

Because the bottom two layers take care of all communication and resource
management, application programmers can focus on the domain-specific aspects
of the application without worrying about generic problems that come with
P2P networks. A clearly defined API is provided to the programmers at this
layer to interact with the framework. The interaction mainly goes through an
access point, the “Control Center”. Factory design patterns are used to connect
applications to the framework. Programmers are responsible for implementing
appropriate factories for resources (objects) that are to be shared across the
network. More information about the API is available at [9].

4 Agent-Based Peer Fostering

Compared to cable-bound communications, wireless communication poses ad-
ditional challenges, primarily in connection with packet loss. At a low level,
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JGroups provides reliable uni- and multicasting, but it doesn’t offer protection
from higher-level problems that affect applications. Temporary disconnection
of devices can occur frequently, especially in dynamic real-world environments.
This problem can seriously impact the basic usability of applications. In games,
for instance, it is generally not satisfactory if a player is not able to continue the
game simply because of some temporary connection loss (e.g., he walks into a
lift). The problem becomes more serious when not only that player suffers from
a temporary disconnection, but also other peers are affected. Consequently, it
is important to ensure the integrity of data and continuity of the execution un-
der these uncertain circumstances. Furthermore, it is also desirable to afford the
disconnected peer the capability of rejoining the application without loss of its
previously-held data.

4.1 Introduction to “Peer Fostering” Mechanism

To address these problems, we introduced the “Agent-Based Peer Fostering”
mechanism into FRAGme2004. Inspired by the schemes used in some P2P ap-
plications (Gnutella, Napster), peer fostering is built on the idea that there exists
some degree of data redundancy in all P2P systems. Most of the other systems
don’t have any special scheme that optimizes the degree of redundancy, but
rather rely on the highly redundant data in the system. This works for systems
where peers are heavy-duty computational resource nodes, such as PCs. But
for our applications, all devices are assumed to be limited in terms of available
memory. Therefore, expecting such a high degree of redundency could signifi-
cantly constrain the performance of applications. As the number of peer failure
instances increases, the accretion and management of redundant data could lead
to unacceptable system performance.

In order to enable all peers to make sensible decisions about what to do in case
of other peers’ failures, the peers need to be able to collaborate, and this process
can be modelled effectively using agents. Each fostering agent is autonomously
acting on behalf of its owner peer, and through negotiation and collaboration,
the agents can help balance the workload (the number of fosterees) with other
agents.

4.2 Peer Fostering Relationship

We define the set of existing peers in a system P = {p1, p2, . . . , pn}. ai is the
fostering agent of pi, and A = {a1, a2, . . . , an} is the set of vertices in a graph.
If n > 1, the Peer Fostering State (PFS ) is defined as:

Definition 1. the peer fostering state of a system is a simple directed closed
loop Cpfs

Cpfs = {〈ai1 , ai2〉, . . . , 〈ain−1 , ain〉, 〈ain , ai1〉}
where each occurrence of 〈aia , aib

〉 is a directed edge in the loop from vertex aia

to vertex aib
. For any particular Cpfs , the set {ai1 , ai2 , . . . , ain} is a permutation

of the set {a1, a2, . . . , an}.
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Each edge 〈aia , aib
〉 denotes a “fostering” relationship between the fostering

agent of peer pia and the agent of peer pib
. In such a relationship, we say aia is

“fostering” aib
, with aia being the fosterer and aib

being the fosteree.
When a peer drops out and the objects that it owns are not needed by the

others, these objects still have to be sustained to allow possible rejoining later.
In our system, instead of having these objects taking up memory storage on
every peer, only the fosterer of the dropped out peer needs to store them. The
fosterer -fosteree relationship is illustrated in Figure 1.

Fig. 1. Illustration of Fosterer-Fosteree Relationship

In the “Peer Fostering” scheme, each participating fostering agent not only
knows who its fosteree is, but also knows whom its fosteree is fostering. The
local knowledge of a fostering agent can be expressed as:

Definition 2. the knowledge of peer ai is

K(ai) = 〈F (ai, aj), F (aj , ak), Adopt({ax1 , . . . , axm})〉

where the set {ax1, ax2 , . . . , axm} contains the agents that ai has temporarily
“adopted”, and where F denotes a fostering relationship.

The reason for storing this extra information will be evident when the drop-out
scenario is described in Section 4.3.

Note that such relationships among fostering agents are updated every time a
new peer joins, or an existing peer drops out. In the case of a new peer joining,
the existing fostering agents will negotiate among themselves to determine which
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agent is to foster the new agent. The fostering agents follow a set of interaction
protocols that allow the agents to make conversations to build the relationships.
These conversations are initiated by the “active” agent — the fosterers. Although
the reader will notice that every single fostering agent is a fosterer in some
relationship, the agents don’t have such global knowledge, and such knowledge
is not required. Each agent only makes sure that the relationship in which it is
the “active” party is properly pursued. It can be seen that when all agents finish
building their own relationships, each agent will be fostered by some other agent.
In order to correctly build the fostering relationships, we make the assumption
that new peers join the network one at a time.

Each agent has its own thread of execution to secure its autonomy, thus
the acquision of information and negotiation among agents happens behind the
scene of the main gaming thread, and thread-safety measures are taken in our
implementation. This relationship-building phase is essential, but it generates a
very small amount of traffic in the network and therefore has negligible impact.

Fig. 2. Peer dropping out and rejoining - initial configuration

4.3 Peer Drop-Out Handling

In this section we describe the procedure that fostering agents take when another
peer drops out, and use Figures 2 - 4 for illustration. In the initial configuration,
the local knowledge of apurple is:

K(apurple) = 〈F (apurple , ablue),
F (ablue , agreen), Adopt(Ø)〉
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Fig. 3. Peer dropping out and rejoining - Blue drops out

Fig. 4. Peer dropping out and rejoining - Blue rejoins

and the local knowledge of agreen is:

K(agreen) = 〈F (agreen , apurple),
F (apurple , ablue), Adopt(Ø)〉
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When a peer (pblue) drops out, all other peers will be notified. apurple will no-
tice that ablue matches the fosteree in one of the relationships (F (apurple , ablue))
that it knows it’s engaged in. And because the fosterer in that relationship is
apurple , itself, apurple will first store all ablue ’s objects, updating the adopting set
to be Adopt({ablue}), and then notify other fostering agents that the ownership
of ablue ’s objects has been changed to apurple . Knowing that ablue was foster-
ing agreen , apurple will then take the initiative of reconstructing relationships
by sending agreen a fostering request. Upon receiving such a request, agreen will
send information about its own fosteree, which in this case is apurple . The local
knowledge of apurple will now be updated to be:

K(apurple) = 〈F (apurple , agreen),
F (agreen , apurple), Adopt({ablue})〉

On the other hand, when agreen was notified that ablue dropped out, it will no-
tice that ablue matches the fosteree in one of the relationships (F (apurple , ablue))
that it knows locally. And because apurple is its current fosteree, it foresees that
apurple will be fostering some other peer after the relationship has been recon-
structed, and therefore it sends a request to apurple to get the updated fosteree
of apurple . After apurple sends back the reply, the local knowledge of agreen will
be updated to be:

K(agreen) = 〈F (agreen , apurple),
F (apurple , agreen), Adopt(Ø)〉

When ablue rejoins, all peers will be notified of the joining event, and apurple

will notice that it is adopting ablue ’s previous objects. If ablue requests to have
its previous data back (it has the alternative option to rejoin as a completely
new peer), apurple will send ablue ’s objects back, and transfer the ownership of
these objects back to ablue . This scheme can be scaled up to an arbitrary number
of peers.

5 The Games

As a proof-of-concept, three networked games that run on the PDA Sharp Zaurus
SL-C700 [8], [21] were developed based on FRAGme2004:

– a space shooter game, called “SpaceBattle”,
– a strategic tank game, called “BOOM!”
– and the Bomberman-like arcade game, called “RoboJoust”.

A screenshot of RoboJoust can be seen in Figure 5 [20]. The implementation
demonstrates that memory and communication bandwidth constraints were han-
dled well enough by FRAGme2004 to allow fast action games on a limited
device such as the Sharp Zaurus. Also, minimal knowledge of the framework
was required, which allowed novice developers to focus on the gameplay design.
“BOOM!” and “RoboJoust” were developed from scratch by a group of eight
senior undergraduate students as a course project.
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Fig. 5. Screenshot of RoboJoust

6 Evaluation of Agent-Based Fostering Mechanism

Based on the three games, we performed two experiments for the purpose of
evaluating the fostering mechanism. Both experiments were performed on both
PCs with LAN connections and Sharp Zaurus PDAs with WiFi connections.
The first experiment had a game with five players. During play, we let randomly
chosen players drop out, one after another until there was only one player left. We
observed that each time after a player droped out, the remaining player could
continue without any problem or noticeable lag. All the game-critical objects
were kept intact by the framework, without the application programmer having
to write any additional code. Then we let the formerly dropped-out players rejoin
the game. Again, we observed that players could rejoin without experiencing
problems, and each time a player rejoined, the gameplay flow was not affected.
The second experiment took the first experiment one step further. Before each
peer that dropped out rejoins, we select an additional randomly chosen peer to
drop out, and let them all rejoin afterwards. Again, there was no negative impact
on the performance of the game. In both experiments, the workload (number of
fosterees) of fostering agents were balanced over time. Although these operations
are qualitative, they do give suggestive evidence that the fostering mechanism
works in the case of one peer dropping out at a time. Our implementation will
not be so effective if two peers drop out at the same time, because the fostering
pair will not maintain a complete closed loop. The two peers at the ends of
the path are not protected by the fostering mechanism, but fostering will still
function for the peers on the rest of the path.
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7 Conclusion

The development of mobile P2P applications must overcome a number of obsta-
cles, with object synchronisation, network failure and device limitations being
the most significant. With FRAGme2004, we have developed a system that tack-
les those problems using agent technologies and offers a more reliable framework
for P2P application development. By separating the application layer strictly
from the framework infrastructure, FRAGme2004 allows developers to imple-
ment applications with minimal knowledge of the framework and to concentrate
on the application functionality. The negative impact of network failure and peer
dropout is reduced by our agent-based peer fostering mechanism.

For future development, the range of FRAGme2004 enabled devices can be
further expanded. The development took place on the Sharp Zaurus SL-C700,
which runs Java Personal Profile. It would be desirable to extend the implemen-
tation platform domain to include smaller devices running Java Mobile Infor-
mation Device Profile (MIDP). The agent-based fostering mechanism can also
be enhanced to handle cases in which two peers drop out at the same time. The
agents can be further enhanced to incorporate more capabilities, such as taking
security and trust measures when communicating with other agents.
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Abstract. The Agent-Community-based Peer-to-Peer Information Re-
trieval (ACP2P) method[1],[2] uses agent communities to manage and
look up information of interest to users. An agent works as a delegate of
its user and searches for information that the user wants by communicat-
ing with other agents. The communication between agents is carried out
in a peer-to-peer computing architecture. Retrieving information relevant
to a user query is performed with content files which consist of original
and retrieved documents, and two histories: a query/retrieved document
history and a query/sender agent history. The ACP2P is implemented
using the Multi-Agent Kodama framework.

In this paper, we present some mathematical aspects of the ACP2P
method with respect to the relationships between communication loads
and the number of records that are stored both in the two histories and
retrieved document content files, and discuss the experimental results,
for which illustrate the validity of this approach. The results confirm the
mathematical conjectures we presented and show that the two histories
are more useful for reducing the communication load than a naive method
employing ’multicast’ techniques, and lead to a higher retrieval accuracy
than the naive method.

1 Introduction

Although the rapid growth of the World Wide Web and the spread of the Inter-
net have helped Internet users to access useful resources or services, users often
find it difficult to search for the information they need because of the flood of
information that needs to be filtered out, and lack of a clear idea of the targets
they want. In order to deal with these problems, a lot of studies on information
filtering (e.g. [3]), information recommendation (e.g. [4]), expert finding (e.g.
[5]), and collaborative filtering (e.g. [6]) have been carried out. Most systems
developed in that research are, unfortunately, based on the server-client compu-
tational model and are often distressed by the fundamental bottle-neck coming
from their central control system architecture. Although some systems based on
peer-to-peer (P2P for short) computing architectures have been developed and
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implemented (e.g. [7], [8], [9], [10]) , each node of most of those systems only
deals with simple and monolithic processing chores.

Considering these issues, we proposed an Agent Community based Peer-to-
Peer information retrieval method called ACP2P method, which uses agent com-
munities to manage and look up information related to a user query.[1],[2] The
agent communities can reflect the structures of human groups or societies such
as laboratories, departments, institutions, research groups and so force, where
the people with the same or similar interests, objectives or aims stay together,
and often browse or look for similar information from the Web. In the ACP2P
method, considering such environments, an agent works as a delegate of its user
and searches for information that the user wants by communicating with other
agents. The communication between agents is carried out based on a P2P com-
puting architecture. In order to retrieve information relevant to a user query,
an agent uses two histories: a query/retrieved document history (Q/RDH for
short) and a query/sender agent history (Q/SAH for short). The former is a list
of pairs of a query and retrieved document information, where the queries were
sent by the agent itself and the document information includes the addresses of
both agents that returned the document and those that created or owned the
document. The latter is a list of pairs of a query and a sender agent’s address
and shows “who sent what query to the agent.” This is useful for finding new in-
formation sources. Making use of the Q/SAH is expected to have a collaborative
filtering effect, which gradually creates virtual agent communities, where agents
with the same interests stay together. We have demonstrated through several
experiments that the method reduced communication loads much more than
other methods which do not employ Q/SAH to look up a target agent, and was
useful for creating a “give and take” effect, i.e., as an agent receives more queries,
it acquires more links to new knowledge[11], but have not so far discussed any
mathematical aspects of the method or the retrieval accuracy of the method.

In this paper, we present some mathematical aspects of the ACP2P method
with respect to the relationships between communication loads and the number
of records that are stored both in the two histories and retrieved document con-
tent files, and discuss the experimental results to illustrate the validity of this
approach. The results confirm our mathematical conjectures about the ACP2P
method and show that the two histories are more useful for reducing commu-
nication loads than a naive method employing ’multicast’ techniques, and lead
to a higher retrieval accuracy than the naive method. The remainder of the pa-
per is structured as follows. Section 2 considers the ACP2P method. Section 3
discusses the experimental results and Section 4 describes related work.

2 ACP2P Method

2.1 Overview of the ACP2P Method Implemented with
Multi-agent Kodama

The ACP2P method employs three types of agents: user interface (UI) agent,
information retrieval (IR) agent and history management (HM) agent. A set of
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three agents (UI agent, IR agent, HM agent) is assigned to each user. Although a
UI agent and an HM agent communicate only with the IR agent of their user, an
IR agent communicates with other users’ IR agents not only in the community it
belongs to, but also in other communities, to search for information relevant to
its user’s query. A pair of Q/RDH and Q/SAH histories and retrieved document
content files are managed by the HM agent.

UI Agent IR Agent HM Agent

user�s query

query

look up query

list of target agents

# of the agents RN ?

YES

query

���

NO

query

target IR agents
on the list

Portal Agent (PA)

All IR agents in a community

query

Direct sending

Multicast

History
Q/RDH
Q/SAH

contentAnswers

YES or No Answers

list of 
target agents

���

or Received from PA ?

query

Fig. 1. Actions for Sending a Query

IR Agent HM Agent

(query, Agent s Address)

(query, Agent s Address)

Return Answers

Original
Contents

History
Q/RDH
Q/SAH

content

update Q/SAH
look up query

UI Agent IR Agent HM Agent

Presents 
Results

(query, Agent s Address, 
Answers)

History
Q/RDH
Q/SAH

content

Answers

update Q/RDH & Content

���

Fig. 2. Actions for Receiving a Query (left) and for Receiving Answers (right)

When receiving a query from a UI agent, an IR agent asks an HM agent to
look up target agents with its history or asks a portal agent to multicast a query
(Fig.1) . When receiving a query from other IR agents, an IR agent looks up
the information relevant to the query from its original document and retrieved
document content files, sends an answer to the query-sender IR agent, and also
sends a pair of the query and the address of the query-sender IR agent to an
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HM agent so that it can update Q/SAH (Fig.2 (left)). The returned answer
is either a pair of a ’Yes’ message and retrieved documents or a ’No’ message
indicating that there is no relevant information, although retrieved documents
are not returned when the query comes through a portal agent. When receiving
answers with a ’Yes’ message from other IR agents, the IR agent sends them to
a UI agent, and sends them with a pair of a query and the addresses of answer
sender IR agents to an HM agent (Fig.2 (right)).

The ACP2P method is implemented with Multi-Agent Kodama (Kyushu uni-
versity Open & Distributed Autonomous Multi-Agent) [12]. Kodama comprises
hierarchical structured agent communities based on a portal agent model. A
portal agent is the representative of all member agents in a community and al-
lows the community to be treated as one normal agent outside the community.
A portal agent has its role limited in a community, and the portal agent itself
may be managed by another higher-level portal agent. A portal agent manages
all member agents in its community and can multicast a message to them. Any
member agent in a community can ask the portal agent to multicast its message.
The portal agent has its role limited in a community, and itself may be managed
by another higher-level portal agent.

UI Agent
HM Agent

IR Agent

query multicasting
request query

(multicast)

query

query

Portal
Agent

Portal
Agent

history

Q/RDH
Q/SAH
Retrieved Contents

history

history

OC

Original Contents

OC

OC

Fig. 3. Agents and their Community Structure

Fig.3 shows an example of the agent community structure which the ACP2P
method is based on. A portal agent in the figure manages all member agents’
addresses there, where a member agent of a community designates an IR agent.
When a member agent wants to find any target agents which have information
relevant to a query, the agent looks them up using two histories: Q/RDH and
Q/SAH, and content files. If the target agents are found, a query is sent directly
to them, and their retrieved results are also returned directly to the query-
sender IR agent. If the requested number (NR) of such agents is not found, the
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agent asks the portal agent to send the query to all the other member agents
in the community by multicasting a query. At that time, all the answers will
be returned to the portal agent. If the number of results with a ’Yes’ message
reaches NR, without waiting for the rest of answers from other IR agents, the
portal agent sends them back to the query-sender IR agent. Even if the number
of ’Yes’ messages did not reach NR after all the other IR agents replied, the
portal agent still sends the currently held results to the query-sender IR agent.

2.2 Communication Load and History Size

MultiCast: Without Using Two Hisotries. In the ACP2P method, every
IR agent sends one query in rotation. Since an IR agent initially has no records
in its histories, the IR agent first has to ask a portal agent to multicast the query
to all other IR agents in its community. After receiving the query, the IR agents
return a ’Yes’ or ’No’ message with their address to the portal agent. Then the
portal agent selects the top NR IR agents returning ’Yes’ messages in the order
they are received, makes a list of them and sends the list to the query-sender IR
agent without waiting for the rest of other IR agents’ answers. After receiving
the list, the query-sender IR agent again sends the query to the IR agents on
the list. These processes of exchanging messages are shown as follows:

1. QS-IRA –(1)→ PA –(N − 1)→ All-IRAs
2. QS-IRA ←(1)– PA ←(N − 1)– All-IRAs
3. QS-IRA –(NR)→ T-IRAs
4. QS-IRA ←(NR)– T-IRAs

Where QS-IRA, PA, All-IRA and T-IRA represent a query-sender IR agent, a
portal agent, all other IR agents, and target IR agents, respectively. The number
in the parentheses on the arrow represents the number of messages received by
the agent (or agents) pointed by the arrow. N is the number of IR agents in a
community. During the period when every IR agent sends one query in rotation,
the total number of messages exchanged among all IR agents and a portal agent
is at most 2(N + NR)N , the number of messages received by a portal agent
is at most N2 and the average number of messages received by an IR agent is
2NR + N . Therefore, when the multicast technique is employed, the number of
messages received by each IR agent in one routine is proportional to N because
N >> NR.

Using Two Histories. As more queries are sent, more records will be accumu-
lated in the two histories of an IR agent. Let NRD be the maximum number of
documents returned by target IR agents that received a query. At that time, the
maximum number of documents to be stored in a content file holding retrieved
documents (# in content for short) will be NR×NRD, and the maximum number
of pairs in Q/RDH of a query and the address of an IR agent that replied to the
query (# in Q/RDH for short) will be NR. Since the number of these records to
be stored in a content file or Q/RDH is proportional to the number of queries
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to be sent by an IR agent, after the IR agent sends NQ queries, # in content and
# in Q/RDH will be NQ ×NR ×NRD and NQ ×NR, respectively. An IR agent
receives at most (N − 1) × NQ queries when an IR agent happens to receive a
query from all the other IR agents. Then, the Q/SAH will hold (N − 1) × NQ

records, which are pairs of a query and a query-sender IR agent’s address. On
the average, Q/SAH will hold NQ records.

When an IR agent sends a query, it searches for NR target IR agents from
both its retrieved document content file and the two histories. When NR target
candidate IR agents or more were found, the query-sender IR agent ranks the IR
agents based on the similarity of the query and selects the top NR IR agents from
among them. The similarity measure will be described in Sec. 3.3. Otherwise,
the query-sender IR agent has to ask a portal agent to multicast the query to all
the other IR agents so that the IR agent can fulfill its quota of target IR agents.
For every query sending of each IR agent, 2NR messages will be exchanged in
the former case, and 2NR +2N messages in the latter case, as mentioned earlier.
As more queries are sent by IR agents, the number of occurrences of the latter
case, i.e. multicasting, will be reduced according to the increase in records in
their content files and histories.

3 Experiments

3.1 Preliminaries

We used the Web pages of Yahoo! JAPAN [13] for the experiments as Mine et al.
[11] did. The Web pages used are broadly divided into five categories: animals,
sports, computers, medicine, and finance. Each of them consists of 20 smaller
categories, which are selected in descending order of the number of Web pages
recorded in a category. An IR agent is assigned to each selected category, and
thus 100 IR agents are created and activated in the experiments. A category
name is used as the name of an IR agent, and the Web pages in the category
are used as the original documents of the agent. All 100 IR agents are assigned
to a single community for simplicity.

We conducted experiments to show how the two histories help to reduce com-
munication loads between agents looking for information relevant to a query and
how Q/SAH (a query/sender agent history) helps in searching for new informa-
tion sources, having a comparable or higher accuracy in retrieving documents
han a method without two histories. To perform the experiments, we compared
three methods : (1) ACP2P with a Q/SAH (wQ/SAH for short), (2) ACP2P
without a Q/SAH (woQ/SAH for short), and (3) a simple method always em-
ploying a ’multicast’ technique (MulCst for short).

In the experiments, two query sets : QL=1 and QL=2, were used. QL=1 and
QL=2 consist of 10 queries, whose query length is one and two, respectively,
where query length means the number of terms in a query. When using queries
belonging to QL=1, 10 nouns are extracted from every category assigned to each
IR agent in descending order of their frequency of occurrence in the category.
Each noun is used as a query of the IR agent. When using those belonging to
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Fig. 4. The relationship between the number of QL=1 queries used by agents and the
number of those agents. Both axes are in log scale.

QL=2, 5 nouns are extracted and the combinations of the extracted 5 nouns
taken in pairs create 10 queries.

The relationship between the number of QL=1 queries used by agents and
the number of such agents is shown in Fig.4, where both axes are in log scale.
The relationship almost seems to obey a power law distribution.

3.2 Relevance Judgement and Evaluation

In a P2P network environment, gathering all documents from every peer is not
always possible, that is, indexing all documents is quite difficult. Thus the first
goal for IR in the P2P network environment is to achieve a result compara-
ble with a Conventional probabilistic IR method using a centralized indexing
database (CIR method for short). As the CIR method, we employed a Prob-
abilistic IR method that applies a simplified BM25 [14] weighting function to
all the documents collected from every peer. The simplified BM25 is defined as
follows: ∑

T∈Q

log
n + 0.5

N − n + 0.5
2tf

dl
avdl + tf

(1)

Where Q is a query that contains terms T . tf is the frequency of occurrence of the
term within a specific document. N and n are the number of items (documents)
in the collection1 and the number of documents containing the term, respectively.
dl and avdl are respectively the document length and average document length,
where the document length is the number of terms in a document, and a term
is a word detected by a morphological analyzer.

In order to compare the ACP2P method with the CIR method, we used the
following equation:
1 In the experiment, the documents in the collection are those collected from all peers.
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NR∑
i=1

1
r(i)

/

NR∑
i=1

1
i

Where r(i) is the CIR method’s rank of the document that is ranked by the
ACP2P as the ith document. For example, if a document is ranked by the ACP2P
as the 2nd document and the document’s rank by the CIR method is 3, then
this means that r(2) returns 3. We call this measure Reciprocal Rank Similarity
(RRS for short). We can assume that RRS’s denominator

∑NR

i=1
1
i represents the

ideal value of a given model, where it is the CIR method in this paper. As the
ACP2P approaches the given model, the RRS value becomes higher. Thus, the
RRS can measure the similarity between ranks generated by the ACP2P and
by the CIR and returns a higher score the smaller r(i) (1 ≤ i ≤ NR) is, i.e.,
the higher the rank. For example, if a user wants to find 3 documents relevant
to his/her query and we suppose the top 3 ranked documents’ rank returned
by his/her agent to be 3, 5 and 1, then the RRS returns 1/3+1/5+1/1

1/1+1/2+1/3 = 0.84,
and the top 3 ranked documents’ rank to be 3, 5 and 2, then the RRS returns
1/3+1/5+1/2
1/1+1/2+1/3 = 0.56.

In the experiment, we use an average RRS: 1
Na

∑Na

i RRS(i), where Na is the
the number of all IR agents and RRS(i) is the RRS of the ith IR agent.

3.3 Similarity Measure for Detecting Target Agent

In order to find NR target agents to be sent a query, we calculate Score(query,
t agent), which returns the similarity value between query query and target
agent t agent, with equation (2); Score(query, t agent) becomes higher if t agent
sends a greater number of similar queries and returns more documents related
to query.

Score(query, t agent) =
k∑

i=1

cos(query, qhdi)

+
m∑

i=1

(cos(query, qhsai) + ϕ(i))

+max1≤i≤nSimd(query, doci) (2)

ϕ(i) =

⎧⎨
⎩

δ if qhsai is a query directly sent by
an other IR agent.

0 otherwise

In equation (2), query consists of w1, ..., wm, and wi (1 ≤ i ≤ m) is a term in
query. query is the term vector whose element is the frequency of occurrence
of the term in query. qhd and qhsa represent a query in a record of Q/RDH
and Q/SAH, respectively. The first term

∑k
i=1 cos(query, qhdi) returns the to-

tal score of the similarities between query and each of k number of queries sent
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to t agent. The second term
∑m

i=1(cos(query, qhsai) + ϕ(i)) represents the
score between query and qhsai, which is the i th of m queries sent by t agent
in Q/SAH. ϕ(i) is a weight to consider the importance of ‘direct sending of a
query’. If qhsai is sent directly by t agent, δ is added to the score. In order
to decide the value of ϕ, we performed a simple pre-experiment that compared
ϕ = 0 with ϕ = 0.1. Since the result of ϕ = 0.1 was better than that of ϕ = 0, we
employed ϕ = 0.1. The last term max1≤i≤nSimd(query, doci) is the maximum
score of similarity between query and each of n documents originally created
by the user of t agent or just returned by t agent. Simd(query, doc) represents
the similarity between query and the content of retrieved document doc. It is
calculated with a more simplified of version of BM25, in which dl

avdl in equation
(1) is set to 1, and N is the total number of documents a query-sender IR
agent has. After calculating Score(query, t agent) for each IR agent t agent in
the retrieved document content file and two histories: Q/RDH and Q/SAH, NR

target agents will be selected in the descending order of Score(query, t agent),
which should be greater than 0. Whenever NR agents are not found, a query-
sender IR agent asks a portal agent to multicast a query to all the other IR
agents. If a target IR agent finds information relevant to query from its original
or retrieved document content files with Simd in equation (2), it returns a ’Yes’
message, otherwise a ’No’ message. If the similarity value between a document
and a query that was returned by Simd is greater than some threshold value (0
for the experiments), the document will be judged relevant, otherwise irrelevant.

3.4 Experimental Results

First we compare the change of the average number of messages exchanged by
each IR agent for every query input. For the comparison, we use 3 different
request numbers: NR=3, 10 and 20. The results are shown in Fig.5. In the figure
the vertical axis is the average number of messages and the horizontal axis is the
number of queries sent by each IR agent. The left side in the figure shows the
results of using QL=1 and the right side shows those of using QL=2.

The results show that the average number of messages received by each IR
agent is, except for MulCst, reduced for every query input. In particular, when
using QL=2, the number of received messages decreases more quickly than for
QL=1, and almost converges at the third query input because there is a larger
number of identical words in QL=2 queries than those of QL=1, and conse-
quently the words in QL=2 queries are more frequently found in two histories
and retrieved document files than is the case for QL=1. Furthermore we can see
that the graph of the number of messages in woQ/SAH approaches more closely
to that in MulCst than that for wQ/SAH, as NR increases. Thus we can say
that Q/SAH history is quite useful for finding target agents related to queries, in
particular when a user uses a greater number of different queries which include
fewer identical words.

Next we compare the RRS values of the three methods under the same condi-
tions as in the previous experiment. The results are shown in Fig.6. In the figure
the vertical axis is the average RRS and the horizontal axis is the number of
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Fig. 5. The comparison of average number of messages received by each IR agent for
every query input using 3 diifferent NR values: NR=3 (TOP), NR=10 (MID) and
NR=20 (BTM). The query belongs to either QL=1 (left) or QL=2 (right).

queries sent by each IR agent. As the value of NR increases, the RRS value also
increases and the curve of the graphs becomes flatter. We can see that the RRS
value of MulCst increases as the number of queries sent increases. Considering
this phenomenon, we surmise that original documents assigned to IR agents will
gradually be spread over the community through the document retrieval process
of each IR agent. Thus even though a portal agent selects target agents in the
order their ’Yes’ messages are received, the probability that higher weighted doc-
uments will be returned rises. For the same reason, since the RRS value of the
MulCst increases as NR increases, the difference of the three methods decreases.
When using QL=1, the wQ/SAH almost achieves higher retrieval accuracy than
the other two methods, although the RRS value is unfortunately not so high
because the records stored in the content files and the two histories are originally
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Fig. 6. The comparison of average reciprocal rank similarity (RRS) of each IR agent
for every query input using 3 diifferent NR values : NR=3 (TOP), NR=10 (MID) and
NR=20 (BTM). The query belongs to either QL=1 (left) or QL=2 (right).

acquired by a portal agent using the query multicasting technique and its RRS
value is not so high. However, when using QL=2, all three methods identically
achieve high RRS scores at both NR=10 and 20.

4 Related Work

There is lots of work related to the topics considered in this paper. Distributed
Information Retrieval selects some IR systems to send a query, aggregates the
results returned by the selected IR systems, and presents them to a user. Be-
fore selecting the IR systems to be sent a query, the resource description of
each IR system is often created [15]. In the ACP2P method, Q/RDH incre-
mentally creates an effect similar to the resource description. Freenet [8] and
Chord [7] are carried out in a pure P2P computing architecture. Freenet provides
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information-sharing and information-finding functions among anonymously dis-
tributed nodes. Although Chord does not provide anonymity of nodes, it has an
efficient protocol for looking up nodes with Distributed Hash Tables. Their node
searching strategies are conducted according to keywords attached to the infor-
mation of the nodes. Thus users need to know the keywords of the information
they want to search for. On the other hand, since the ACP2P method can make
use of the content information of documents and two histories: Q/RDH and
Q/SAH, it allows the users to perform a more flexible search for target agents
with relevant information.

Lu and Callan[19] and Bawa et al.[20] shows that using content information in
P2P networks for query routing can greatly reduce average number of query mes-
sages per query, and get higher precision[19] and higher recall[20]. Their methods
first collect resource descriptions from all peers and classify them into some de-
cided number of clusters, then, have hubs or super-peers learn their neighbors’
resource descriptions for query routing. Because they assume cooperative envi-
ronments, it is not unknown whether their methods work in the uncooperative
environments where collecting resource descriptions from every peer is not pos-
sible and only the information such as query and retrieved document histories
achieved through the document retrieval process is available.

Routing Indices (RIs)[16] are local routing indices that nodes use so that
they can forward queries to neighbors that are more likely to have answers.
The RI stores information concerning which neighbors have what topics of doc-
uments, and thus gives a “direction” towards the document, rather than its
actual location[16]. On the other hand, the ACP2P method directly searches
for target agents with relevant information, using retrieved documents and two
histories. In particular, Q/SAH provides similar effects to link analysis like the
PageRank[17] or HITs algorithm[18], and can be expected to make a natural
collaborative filtering effect emerge because users want to send a query again to
the peers that can return results which satisfy them, and vice versa. However,
query forwarding like RIs would be able to help the ACP2P search for more
relevant information. NeuroGrid[21] is an adaptive decentralized search system
which supports distributed search by forwarding queries based on the contents
of each network node, and supports a learning mechanism that dynamically ad-
justs metadata describing the contents of nodes and the files that make up those
contents, using users’ positive and negative feedback. However, to our knowl-
edge, there is no discussion of the accuracy of NeuroGrid, and it does not use a
history like Q/SAH of the ACP2P.

5 Conclusions and Future Work

We presented some mathematical aspects of the ACP2P method and discussed
the experimental results that illustrate its validity. To do the experiments, we im-
plemented the method with Multi-Agent System Kodama. We conducted several
experiments to show whether or not two histories helped to reduce communi-
cation loads between agents in searching for information relevant to a query,
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and whether or not Q/SAH helped in looking up new information sources. The
experimental results showed that the two histories are quite useful for looking
up new information source and for reducing communication loads, and have
a higher accuracy in retrieving documents than a simple method employing a
multicast technique. Although the RRS value of the ACP2P method (wQ/SAH
and woQ/SAH) for the conventional probabilistic IR method using a central-
ized indexing database, which is constructed from all documents collected from
every peer, i.e., every agent in the community, was not so high, it is because
the records stored in the content files and two histories were originally based on
results selected in the order they were received by a portal agent. Therefore if
we improve the way a portal agent selects the results, for example, make it wait
for a greater number of results than NR and select NR of them in order of their
weighting score, we will probably be able to achieve a higher similarity, although
this method might require more time than the current method. Another method
is to employ query routing before asking a portal agent to multicast the query,
that is, to let an IR agent ask target IR agents to forward a query to the IR
agents which are relevant to the query and are stored in the two histories of the
target IR agents.

We are currently continuing experiments to achieve results with more than
one hierarchical agent community, and with dynamic community environments
which agents freely join and leave, and where agents update their contents so
that we can simulate more realistic environments and evaluate the scalability of
the ACP2P method. Furthermore, we are investigating how we can make use
of user feedback embedded into the results in order to reflect it in ranking of
retrieved documents to achieve a higher retrieval accuracy according to some
measure specific to the user. We will report these results in the near future.
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Abstract. In this paper, we describe how PUMAS, a framework based
on Ubiquitous Agents for accessing Web Information Systems (WIS)
through Mobile Devices (MD) can help to provide nomadic users with
relevant and adapted information. Using PUMAS, the information de-
livered to a nomadic user (whose location changes) is adapted according
to, on the one hand, her/his preferences, intentions and history in the
system and, on the other hand, the limited capacities of her/his MD. We
describe the extension we propose for handling adaptation in PUMAS.
We also describe different scenarios which illustrate the way PUMAS
works, especially when a query is processed.

1 Introduction

Shizuka et al. [1] define Peer to Peer (P2P) systems as systems characterized by a
direct communication between the peers with no communication needed through
a specific server, and by the autonomy a peer gets for accomplishing some as-
signed tasks. These systems are highly dynamic in that peers join or leave the
system. Shizuka et al. consider that P2P computing is one of the potential com-
municative architectures and technologies for supporting ubiquitous/pervasive
computing.

During the last decade, access to Web Information Systems (WIS) has evolved
a lot due to numerous factors: the inherent mobility of nomadic user, the technical
advances in Mobile Device (MD, e.g. PDA, phones, laptop), the need to cope with
some of their intrinsically limited capacities (e.g., size of screen, memory, hard
disk) and the multimedia nature of exchangeddata. Nowadays,Mobile Devices can
be used for accessing distant WIS but also for storing small amount of information
for (simple) WIS or applications. A WIS which executes on MDs could provide
services as accessing, searching and storing resources (files) inside it.

Having to face the reduced capacities of MDs, WIS designers must use mech-
anisms and architectures in order to efficiently store, retrieve and deliver data
using these MDs. The underlying challenge is to provide WIS users with useful
information based on an intelligent search and a suitable display of the deliv-
ered information. In order to reach this goal, Multi-Agent Systems (MAS) are
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an interesting approach. The W3C [2] defines an agent as ”a concrete piece of
software or hardware that sends and receives messages”. These messages can be
used for accessing a WIS and for exchanging information. Agents can be ex-
ecuted on the MD and/or migrate through the net, searching for information
on different servers (or MDs) in order to satisfy the user’s queries. This is the
underlying idea of the Mobile Agent concept [3].

Many technical and functional aspects have to be considered when designing
a WIS accessed through MDs, especially when addressing the issue of adapting
the delivered information to the nomadic user [4][5][6][7]. In a previous work [8],
we have defined PUMAS, a framework for retrieving information distributed
among several WIS and/or MDs from different types of MDs. The architecture
of PUMAS is composed of four MAS (one Connection MAS, one Communication
MAS, one Information MAS and one Adaptation MAS) each one encompassing
several ubiquitous agents which cooperate in order to achieve the different tasks
handled by PUMAS (MD connection/disconnection, information storage and
retrieval, etc.). In PUMAS, data representation, agent roles and rules for con-
trolling their behaviors and data exchange rely on XML files. In this paper, we
focus on the Adaptation MAS whose ubiquitous agents are in charge of perform-
ing adaptation. Through PUMAS, our final objective is to build and propose
a framework which is, beyond the management of accesses to WIS using MDs,
also in charge of performing an adaptation of the information according to the
user’s profile, the technical features of her/his MD and the contextual features.

For adaptation purpose, in PUMAS, the emphasis is particularly put on her/his
location in her/his profile. Indeed a nomadic user may often change her/his loca-
tion, which, sometimes, can impact her/his information needs. PUMAS focuses
on location dependent queries defined by Thilliez et al. [6] as queries which are
evaluated according to the current physical location of the user (e.g. which are the
nearest stores to the user?). In order to detect the user’s location, it is possible to
use a GPS device or methods like the Signal Strength, the SNMP (Simple Network
Management Protocol) or the Local Access to the MAC (Media Access Control) ad-
dress of the access point, proposed by Nieto-Carvajal et al. in [4].

Regarding the adaptation to the reduced capacities of MD, one objective is
to anticipate the fact that some retrieved information can not be properly dis-
played (e.g. the MD can not support video). It is necessary to investigate such
situations at design time in order to decide which solution to adopt. For instance,
considering a query whose result contains video data, these should not be deliv-
ered if the user accesses the WIS through a PDA which does not have enough
resources to display them. In this case, the Negotiation vocabulary proposed by
Lemlouma [9] can be used for adaptation purpose. It allows describing the user’s
MD, considering the constraints in terms of software and hardware environments
and in terms of network.

This paper is structured as follows. We expose in section 2 the motivation for
using agents and P2P approach in PUMAS. Then, section 3 presents PUMAS
architecture. We describe more particularly the Adaptation MAS which extends
the previous version of our framework [8]. In section 4, we give some scenarios
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which show how PUMAS works from the connection of a MD to the processing
of a query. An example which illustrates our proposition is given in section 5. In
section 6, we present some related works before we conclude in section 7.

2 A Framework Based on Agents and the P2P Approach

The goal of our work is to provide any nomadic user who accesses a WIS through
a MD with the more relevant information according to her/his preferences, as
well as to her/his contextual characteristics and her/his MDs features. Our ap-
proach is based on the agent technology. In the remainder of the paper, we call
an Agent-Based Web Information System (ABWIS), a WIS developed using an
agent approach (and accessed by users through MDs).

Wooldridge et al. [7] have highlighted the flexible and autonomous problem-
solving behavior (autonomy and proactivity) of agents, the richness of an agents
interaction (communication features) and the complexity of the structure of an
agent system organization (sociality). An agent interacts with other agents or
with the user in order to achieve a common objective or, in order to achieve
its own objectives. An agent performs its actions while situated in a particular
environment (e.g., computational, physical, ubiquitous one) and it decides for
itself what actions it should perform at what time. These authors consider that
an agent can also be a stand-alone entity which can perform some task on the
user’s behalf. Rahwan et al. [5] recommend to use the agent technology in MD
applications: an agent which executes on the user’s MD can inform the systems
it accesses about its contextual information (i.e., time, place and tasks under
execution). In such an environment, the user’s context is dynamic, since users
may move from one place to another (location changes). These location changes
could produce changes in the tasks and information needs of the user. Conse-
quently, the agent has to reason about the user’s goals and the way they can be
achieved.

The applications running on the MD must allow users to consult data at
any time from any place. This is the underlying idea of the Ubiquitous Com-
puting (UC). The W3C [2] defines UC, as an emerging three-fold paradigm of
personal computing, characterized by: first, small, handheld, wireless comput-
ing devices. Second, the pervasiveness and the wireless nature of devices which
require network architectures that support automatic and ad hoc configuration.
Third, ubiquitous computing environment is characterized by a high distribu-
tion, heterogeneity, mobility and autonomy.

An agent performs its tasks independently from the server and other agents.
This is the foundation of P2P Systems. A P2P system can be Pure P2P or Hybrid
P2P [1]. In a Pure P2P system, every peer is able to directly connect to all other
peers and messages are sent without the mediation of a server. In a Hybrid P2P
system, a peer needs to connect to both an index server and other peers. In
this connection, some messages are passed via the server and other messages are
directly exchanged between the peers. PUMAS agents are organized in an Hybrid
P2P architecture where each agent can connect or disconnect willingly towards
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and from the system and cooperate with other peer agents and, communicate
directly with other agent(s) for performing individual or collective task(s). There
are agents which execute on MDs and they can communicate through the central
platform of PUMAS (this platform executes on a server).

Following the P2P approach, an ABWIS has to represent knowledge required
by each agent for accomplishing tasks associated with the different roles they can
play (client, server, moderator, coordinator, etc.). The work of Panti et al. [10] is
an example of a Peer Multi-Agent System. However, both the Agent and the P2P
approaches suffer from the lack of expressiveness of the data and services defi-
nition languages. The data distribution among the MDs, the distributed system
problems (e.g., heterogeneity, data consistency) and the changes in contextual
features of the nomadic user are not considered by these approaches.

We address these issues in our proposition. PUMAS (Peer Ubiquitous Multi-
Agent Systems) [8] is a framework built on the one hand, for designing, developing
and deploying ABWIS, and on the other hand, for providing the user with the
information (that could be distributed in MDs and/or servers) according to
her/his characteristics in the system and to the MD she/he uses. Each MD has
at least one agent which informs the system about the user’s location (using a
GPS device or other methods like the ones presented in [4]) and its connection
features (e.g., time, connection device, protocol). The agents of PUMAS can
retrieve information and have the ability to perform tasks (e.g. connections to
the system, communications with other agents, analysis of the queries, etc).
These agents can, on the one hand, migrate to different servers (or other MDs)
where WIS are executed in order to find the peer agent(s) that will help to
answer the queries or, on the other hand, they can use a central platform in
order to communicate with other peer agents. Users equipped with MDs can
use the PUMAS central platform in order to communicate together through
agents executed on their MDs, exchange information or support cooperative
work between agents when performing their assigned tasks. In the next section,
we describe PUMAS. Its architecture is described with a special emphasis on its
adaptation features.

3 The PUMAS Framework

In this section, we focus on the description of the Adaptation MAS which per-
forms the adaptation of the information for the user. We also present an overview
of the Connection, the Communication and the Information MAS.

3.1 Architecture Overview

The original architecture of PUMAS [8] is composed of three MAS:

– A Connection MAS which provides the mechanisms for facilitating the
connection from different types of MD to the system. It encompasses one
or several Mobile Device Agents (MDAs) and one Connection Controller
Agent (CCA).
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– A Communication MAS which ensures a transparent communication be-
tween the MDs and the system, and applies a Display Filter for displaying
the information to the user in an adapting way according to the constraints
of her/his MD. For this, it is helped by agents of the Adaptation MAS pre-
sented in section 3.2. The Communication MAS encompasses one Coordi-
nator Agent (CA), one MDProfile Agent (MDPA) and one or more Proxy
Agents (PAs).

– An Information MAS which receives the user’s query, redirects them to the
”right” Information System (the nearest Information System, the one which
can answer the user’s queries, the more consulted one), applies a Content
Filter (with the help of the Adaptation MAS agents) according to the user’s
profile in the system (preferences, history, intentions) and returns the re-
sults to the Communication MAS. The Information MAS encompasses one
Receptor/Provider Agent (R/PA), one Router Agent (RA) and one or more
ISAgents (ISAs).

Fig. 1. The PUMAS Architecture

The inherent mobility of the user and of the agents is supported by ubiquitous
mobile agents (the Mobile Device Agents in the Connection MAS and the IS-
Agents in the Information MAS) which can be transmitted through the network
to retrieve some needed information and which can communicate with other
agents for performing tasks. In PUMAS, the ubiquitous agents are organized
in a Hybrid P2P Architecture which copes with the following issues: security in
the applications (security problems inherent to the agent mobility), communi-
cation between agents in a point to point or in a broadcast way, management of
the agent’s status (e.g., connected, disconnected, killed, etc.) and of the services
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they provided. A more detailed description of the Connection, Communication
and Information MAS is exposed in [8]. The main contribution of this paper,
described in the next section, deals with the introduction of a new MAS which
supports the adaptation capabilities of PUMAS.

3.2 The PUMAS Adaptation MAS

The adaptation capabilities of PUMAS rely on a two step filter process which
aims at providing the user with adapted information (i.e. ”the right information
in the right place at the right time”) according to both the user and her/his
MD. First, the Content Filter allows selecting the more relevant information
according to the user’s profile defined in the system. Second, the Display Filter
applies to the results of the first filter and takes into account the characteristics
and technical constraints of the user’s MD.

We introduce a new MAS, called the Adaptation MAS, in the architecture
of PUMAS. Similarly to the three other MAS of PUMAS, the Adaptation MAS
is composed of some ubiquitous agents. The services and tasks of these agents
essentially consist in managing specific XML files which contain information
about the user and her/his MD. The agents of the Adaptation MAS also have
some knowledge (stored in Knowledge Bases) which allows selecting and filtering
the information for users. This knowledge is acquired by analyzing user’s previous
experiences in the system, like her/his last connections, queries, preferences, etc.
The Adaptation MAS agents communicate with the agents of the Connection,
the Communication and the Information MAS in order to provide them with
information about the user (explicitly extracted from the XML files or inferred
from their rules and knowledge), connection and communication features, MDs
characteristics, etc. The Adaptation MAS is composed of several UserAgents
(UA), one DisplayFilterAgent (DFA) and one ContentFilterAgent (CFA). These
agents execute on the central platform of PUMAS (see Fig. 1).

Each UserAgent (UA) manages a XML file (User Profile XML file) which con-
tains personal user’s characteristics (user ID, location, etc.) and her/his prefer-
ences (e.g., the user wants only video files). This file is obtained by means of the
Mobile Device Agent. There is only one UA which represents a user at the same
time. Since a user can access the system through several MDs, the UA commu-
nicates with the Mobile Device Agents and the Proxy Agents (which respectively
belong to the Connection and the Communication MAS) for analyzing and cen-
tralizing all the characteristics of the same user. The UA communicates with the
CFA for sending the User Profile XML file. When the CFA receives this file, it
stores this information as facts in its Knowledge Base (this agent stores a register
of user’s preferences). When the Receptor/Provider Agent (which belongs to the
Information MAS) asks the CFA for the user’s preferences, the latter sends it
the latest XML file received from the UA. If the UA did not send this file (e.g.,
there are only general user’s preferences valuable for all sessions), the CFA takes
into account for this user her/his preferences from previous sessions.

The DisplayFilterAgent (DFA) manages a Knowledge Base which contains
general information about the characteristics of different types of MDs (e.g.,
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format files supported) and acquired knowledge from previous connections (e.g.,
problems and capabilities of networks according to data transmissions). The
Connection Controller Agent (of the Connection MAS) communicates with the
DFA, asking for information about the characteristics of connection and/or prob-
lems (e.g., bandwidth capabilities, transmission speed). The MDProfile Agent
(of the Connection MAS) also communicates with the DFA, asking for the con-
straints and capabilities of a given type of MD.

The ContentFilterAgent (CFA) manages a Knowledge Base base which con-
tains the preferences, intentions and characteristics of the users. The CFA com-
municates user’s preferences to the Receptor/Provider Agent (which belongs to
the Information MAS). The Receptor/Provider Agent adds them to the user’s
queries and checks if the results are adapted according to this information.

The XML files managed by the agents of the Adaptation MAS have been
defined using the extensions introduced by Indulska et al. [11] to CC/PP [2].
These extensions include some user’s characteristics (e.g., her/his location, ap-
plication requirements, session features, etc.), together with the features of the
MD, providing this way a complete description of the user and her/his device.

The agents of the Connection, the Communication and the Information MAS
communicate with the Adaptation MAS agents for adding specific information
to the user’s queries and then to check the results provided by the Router Agent
which belongs to the Information MAS.

4 PUMAS Scenarios

In this section, we present some scenarios in order to show the interactions which
occur between PUMAS agents when a connection to an ABWIS is established,
when a query is submitted to the system and finally, when the system returns
the result for this query. In our proposition, interactions between agents rely
on the messages exchanges according to the Communication Acts presented by
Odell et al. in [12] (e.g., confirm, inform, propose, request, subscribe, propagate,
etc.).

4.1 Connection Scenario

When a user wants to connect to the system using her/his MD, the Mobile Device
Agent (MDA), which executes in the user’s MD, sends a ”propose” message
(connection proposition) to the Connection Controller Agent (CCA). If there is
no Proxy Agent (PA) for representing this MDA, the CCA creates one and it
sends a ”subscribe” message to the Coordinator Agent (CA) for subscribing this
PA to the system. The CA informs the MDProfile Agent of this subscription. The
CCA also sends to the MDA a ”confirms” message when the subscription process
is finished (see Fig. 2). When the MDA receives the confirmation message, a
UserAgent (UA) is created in the central platform of PUMAS in order to manage
the user’s profile. This profile is defined in the Current Session XML file and is
sent to the UserAgent by the Mobile Device Agents.
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Fig. 2. Connection Scenario of PUMAS

4.2 Sending an Information Query

When a user sends an information query Q (see Fig. 3), the Mobile Device Agent
(MDA) sends it to the Connection Controller Agent (CCA). If the user has estab-
lished in her/his preferences (defined in the User Profile XML file) that her/his
query Q depends on both her/his location and time of connection, the CCA adds
up to Q the information about the time of connection, the user’s location and
the characteristics of the user’s MD connection (these latter characteristics are
exchanged with the DisplayFilterAgent). This leads to the production of a new
query Q’ (in Fig. 3, Q’=Q + user’s Spatio-Temporal - ST - features). Otherwise,
the CCA only adds up to Q the characteristics of the user’s MD connection. The
Q’ is then sent to the Proxy Agent. The Q’ passes by the Coordinator Agent
and then by the MDProfile Agent. The latter adds up to Q’ some features re-
lated to the MD; these features are provided by the DisplayFilterAgent which
have previously learnt them from the previous queries or retrieved them from its
Knowledge Base. The new Q” query (in Fig. 3, Q”= Q’ + MD features) is sent
by the MDProfile Agent to the Receptor/Provider Agent (R/PA). The R/PA
adds up to Q” the specific user’s characteristics in the system by requesting the
ContentFilterAgent (In Fig. 3, Q”’=Q” + user’s preferences). The R/PA sends
Q”’ to the Router Agent which decides (according to the query, the system rules
and the fact in its Knowledge Base) which are the ISAgents able to answer. It
can send the query to a specific ISAgent or to several ISAgents (e.g., waiting for
the first to answer or different answers) or, it can divide the query in sub-queries
which are sent to one or several ISAgents. The scenario in Fig. 3, shows for in-
stance that Q”’ is divided into Q”’ −1.1, Q”’ −1.2, Q”’ −1.3 and Q”’ −1.4 which
are sent to the ISAgents executed on a server and different MDs.

When a user U1 has an information query for another user (U2), both equipped
with MDs, the query is propagated from the MDA executed on the U1’s MD to-
wards the Router Agent which redirects it to the MDA executed in the U2’s MD.
This U2’s MDA changes of role to become an ISAgent, i.e. the agent in charge of
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Fig. 3. Scenario of sending a query

answering the information query. This change of role is possible because a MDA
has the knowledge for managing the information stored in the MD on which it
executes and it has the capability of answering the information queries.

4.3 Receiving the Results of an Information Query

When the Router Agent receives all the results of the query from the ISAgents
(in Fig. 4, the Router Agent receives partial results R1.1, R1.2, R1.3 and R1.4

sent by the ISAgents which are executed on a server and different MDs), it an-
alyzes them before sending a message of ”confirms” or ”disconfirms” or ”not
understand” to the Receptor/Provider Agent (R/PA). This message includes the
results of the query (R). The R/PA checks if the results can satisfy the specific
characteristics of the user (in Fig. 4, R’ is the result of applying the Content
Filter to R according to the user’s preferences, intentions, history) and redirects
them to the MDProfile Agent. This agent checks if the results can be displayed
according to the MD features and it performs the first step of the Display Filter
(in Fig. 4, R” is produced by filtering R’ according to the MD features). Then,
R” is transmitted by the Coordinator Agent to the Proxy Agent and then to the
Connection Controller Agent. The latter performs the last step of the Display
Filter according to the technical features of the MD and to the user’s MD con-
nection characteristics (if the user is still connected, has changed of location, a
timeout has occurred, etc.). Thanks to the Content and the Display Filters, the
results of the query received by the Mobile Device Agent and displayed on the
user’s MD correspond to the more relevant information for the user.

It is worth noting that the scenario described above includes several results
checking steps which might appear useless since the scenario of a query sending
has already allowed to refine the query to take into account the user’s and
MD characteristics. However, this extra information added during the query
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Fig. 4. Scenario of receiving the results of a query

sending scenario might not be still valid at result delivery time. Notably, the
user’s characteristics (location change, preferences changes) and the connection
and communication means (bandwidth variation, different used MDs, network
problems) might have evolved and therefore might impact the results expected
by the user. The controls which are presented in the ”receiving the results of
an information query” scenario aim at eliminating some now possibly irrelevant
retrieved information. In the next section, we illustrate the process performed
by the agents of PUMAS using the example of a hospital WIS.

5 Example

Doctors equipped with MDs (e.g. PDA, cellular phone, etc.) access information
which can be distributed between several MDs and/or one or several WIS. They
can also receive information concerning their patients according to their loca-
tion, preferences, technical characteristics of their MDs and considerations about
their connection time (i.e., when visiting their patients, doctors with MDs can
consult information about their clinic history, tests, medicaments, etc). For this,
the application on her/his MD must consult the different IS of the hospital phar-
macy, patients, etc. Doctors could also communicate with other doctors (peers)
through their MD asking for a specific question (e.g. that can be answered only
by the last specialist who has examined this patient).

The Mobile Device Agent which executes on the doctor’s MD sends the doc-
tor’s queries (for instance, the query Q in Fig. 5). The queries are propagated
through PUMAS core: they are first transmitted through the Connection Con-
troller Agent (CCA). Let us suppose in our example that the system can identify
a patient and get information about her/him from the location of this patient
(e.g., room, floor, bed, etc.) and the current date. For this identification, the
information about the patient’s location can be directly entered by the doctor
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Fig. 5. Scenario of sending a query in the hospital example

or can be automatically got by means of a device located in her/his MD (e.g.,
GPS, bar-code reader, etc). The information about the current date can be got
from the system. The CCA creates a new query Q’ which contains Q and the
information about the current date and the patient’s location (In Fig. 5, Q’= Q +
current date and patient location). Then, the query is sent to the Communication
MAS agents (the Proxy Agent, the Coordinator Agent and the MDProfile Agent).
The MDProfile Agent can add up into the queries some information related to
the MD (e.g., doctor’s MD can not support images but only text files, then the
doctor asks for the results test, she/he only could get them in a text format
which is illustrated in Fig. 5 as follows : Q”= Q’ + to display only text). Then,
the MDProfile Agent sends the queries to the Receptor/Provider Agent (R/PA).
This agent can add up into the queries the preferences the doctor has previously
expressed (e.g., ”when asking for a blood test, the system must also provide me
with information about the patient’s diet”, ”I do prefer graphical results”, etc.,
in Fig. 5, Q”’= Q” + patient’s diet and blood tests). Finally, the query comes
to the Router Agent. This agent redirects the queries to the ISAgent located in
the IS(s) which manage(s) the information about the patients in the hospital.
All the queries follow the same path from the Mobile Device Agents towards
the Router Agent. If the doctor wants to know the last medicaments prescribed
to this patient, the Router Agent redirects the query to the ISAgent located
in the Pharmacy IS. If the query concerns another doctor (peer), the Router
Agent redirects the query to the ISAgent located in the peer’s MD. A doctor
can also ask for information about a specific patient to several of her/his peers.
In this case, the Router Agent could send the query in a broadcast way or it
could divide the query according to the receiver peer (e.g., queries relates to
the heart for the cardiologist) or the defined criteria in the User Profile XML
file (e.g., if the criterion is the location, the queries must only be redirected to
peers at the same or closed location of the sender). The retrieved information
is organized by the Router Agent (e.g., the latest prescribed medicaments, the
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peer’s answers about this patient, etc.) and it is returned to the doctor who
sent the query following the inverse path. The different agents checks the results
because, for instance, the doctor may have disconnected from the system (due
to network problems), and retaken her/his session in a new connection having
characteristics different from the previous ones: she/he could now consult the
system using another kind of MD which supports some graphical format (this
new preference can now be satisfied).

Through this example, we can observe the Hybrid P2P Architecture of PU-
MAS. The core of PUMAS centralizes the queries and it is in charge of applying
the Content and Display Filters for adapting the answers. The main peer charac-
teristics of PUMAS agents are: i) the agents have the autonomy of connecting to
and disconnecting from the system, and ii) a MD can ask for a communication
with a specific IS (executed on a server or on a MD) passing this information as a
parameter of the query; the Router Agent transmits the query to this specific IS
which exemplifies an agent to agent communication. This is for instance, the case
when doctors directly exchange information about a patient using their MDs.

Another advantage offered by PUMAS is that it helps a user who does not know
which specific IS to ask for information to find the more appropriate one(s). The
RouterAgent redirects thequery to the ”right” ISbymeans of an intelligent analysis
of the query and the help of the ISAgents which achieve an intelligent search inside
the different IS (pharmacy, clinical laboratory, patients, etc. in our example).

6 Related Works

We present here some agent-based architectures or frameworks for adapting in-
formation to users.

CONSORTS Architecture [13] is based on ubiquitous agents and designed
for a massive support of MDs. It detects the user’s location and defines the
user’s profile for adapting information to her/him. The CONSORTS architecture
proposes a mechanism for defining the relations that hold between agents (e.g.,
communication, hierarchy, role definition), with the purpose of satisfying user’s
requests. However, it does not consider the distribution of information between
MDs (which could improve response time) nor the user’s preferences.

The work of Gandon et al. [14] proposes a Semantic Web architecture for
context-awareness and privacy. This architecture supports the automated dis-
covery and access of a user’s personal resources subject to user-specified privacy
preferences. Service invocation rules along with services ontologies and services
profiles allow to identify the most relevant resources available to answer a query.
However, it does not take into account the fact that information which can an-
swer a query can be distributed between different sources.

PIA-System [15] is an agent-based personal information system for collecting,
filtering and integrating information at a common point, offering access to the
information by WWW, e-mail, SMS, MMS and J2ME clients. It combines push
and pull techniques in order to allow the user on the one hand, to search explicitly
for specific information and on the other hand, to be automatically informed
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about relevant information divided in slots according the activities performed
during different parts of the day (pre, work and recreation). However, PIA-
System only searches information in text format. It does not take into account the
adaptation of different kinds of media to different MDs, nor the user’s location.

7 Conclusion

In this paper, we have presented PUMAS, a framework based on agents and P2P
approach. Peers characteristics of PUMAS appear in the cooperation developed
by the agents in order to store and retrieve the information and in the possibility
that two users equipped with MDs have to communicate in a direct way through
the central platform offered by PUMAS. The architecture of PUMAS relies on
three Multi-Agents Systems (MAS) for Connection, Communication and Infor-
mation plus a transversal MAS dedicated to adaptation (the Adaptation MAS).
PUMAS also benefits from the P2P characteristics of a hybrid P2P architec-
ture: independence of the agents in connection, disconnection and reconnection
to the system, direct communication between the peers (using both the agent
identification and the central platform). PUMAS also provides a mechanism for
identification, authentication and knowledge of the peers of an agent. In conclu-
sion, PUMAS advantages are two-fold, the intelligent and adaptive information
search done by means of agents, especially, the Router Agent which chooses the
WIS or other MDs for routing the user’s queries and then for compiling the an-
swer(s). This search is intelligent because is based on the knowledge of the agent
(proper, acquired and inferred knowledge) and its capability of reasoning. This
search is also adaptive because it takes into account the nomadic user’s profile,
the characteristics of her/his MDs and the contextual features.

We are currently implementing and testing each MAS of PUMAS. Our fu-
ture work aims at defining an extension for the Agent Communication Language
(ACL) [16] which does not consider spatio-temporal features. To take into ac-
count these features in queries, we want to introduce primitives like query-when,
query-where, etc. We also aim at defining the mechanisms and strategies of the
Router Agent in order to achieve the Query Routing [17] process allowing to
propagate the query towards the ”right” IS and to compile the answers.
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